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A B S T R A C T   

Carotid atherosclerosis plays a substantial role in cardiovascular morbidity and mortality. 
Given the multifaceted impact of this disease, there has been increasing interest in harnessing artificial in-

telligence (AI) and radiomics as complementary tools for the quantitative analysis of medical imaging data. This 
integrated approach holds promise not only in refining medical imaging data analysis but also in optimizing the 
utilization of radiologists’ expertise. By automating time consuming tasks, AI allows radiologists to focus on more 
pertinent responsibilities. Simultaneously, the capacity of AI in radiomics to extract nuanced patterns from raw 
data enhances the exploration of carotid atherosclerosis, advancing efforts in terms of (1) early detection and 
diagnosis, (2) risk stratification and predictive modeling, (3) improving workflow efficiency, and (4) contributing 
to advancements in research. 

This review provides an overview of general concepts related to radiomics and AI, along with their application 
in the field of carotid vulnerable plaque. It also offers insights into various research studies conducted on this 
topic across different imaging techniques.   

1. Introduction 

Carotid atherosclerosis is a condition characterized by the narrowing 
or blockage of the carotid arteries. This is often caused by the buildup of 
fatty deposits on the walls of the arteries, which can lead to stroke [1] 
and dramatically increases the risk of cardiovascular morbidity and 
mortality [2]. 

Although manual evaluation is crucial in radiology, it is limited by 
the naked eye, with the possibility of overlooking small or early-stage 
abnormalities, subjective interpretation, and variations in individual 
expertise. Radiomics and artificial intelligence (AI) can serve as com-
plementary tools in this context, by automatically assessing several 
quantitative variables across the full image collection, potentially 

detecting subtle patterns or information that may not be readily 
apparent through manual review alone. 

The integration of radiologists’ experience with the computational 
capabilities of AI and radiomics has the potential to boost diagnosis 
accuracy, improve efficiency, and reveal insights in medical imaging 
data that would otherwise go unnoticed. Incorporating these advanced 
technologies into the radiologist’s clinical practice can result in more 
thorough and accurate assessments, thereby enhancing patient care [3]. 
Here we will review the use of radiomics and AI in the evaluation of 
carotid plaques. 

Abbreviations: AI, Artificial Intelligence; AUC, Area Under the Curve; CAD, Computer-Aided Diagnosis; CT, Computed Tomography; DL, Deep learning; FC, 
Fibrous Cap; IPH, Intraplaque Hemorrhage; k-NN, k-Nearest Neighbour; LASSO, Least Absolute Shrinkage and Selection operator; LR, Logistic Regression; LRNC, 
Lipid Rich Necrotic Core; ML, Machine Learning; MRI, Magnetic Resonance Imaging; SVM, Support Vector Machine; US, Ultrasound. 
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2. Radiomics 

Radiomics pertains to the extraction and analysis of quantitative 
features from medical imaging data with the goal of converting them 
into usable data, allowing for a more detailed and comprehensive un-
derstanding of the underlying pathology and potentially providing 
valuable information about disease’s characteristics, prognosis, and 
treatment responses.[4,5] The typical steps involved in a pipeline uti-
lizing radiomic features are summarized in Fig. 1. 

Despite the lack of consensus concerning the definition, nomencla-
ture, evaluation algorithm, and classification of quantitative imaging 
features—which complicates the comparison of various radiomics 
studies—these features can be nonetheless classified into morphology- 
based, statistics-based, model-based and transform-based (see Supple-
mentary Table 1 for definitions of the various categories) [6,7]. A list of 
morphological-based features and statistics-based features according to 
the Imaging Biomarker Standardization Initiative (IBSI) [8] is presented 
in Supplementary Tables 2 and 3, respectively. 

3. Artificial intelligence 

AI encompasses the creation of algorithms and computational 
models that imitate human intellect in order to carry out particular 
tasks. In the field of medical imaging, AI techniques, including machine 
learning (ML) and deep learning (DL), are employed to examine exten-
sive collections of medical images [9]. 

In general terms, AI, ML, DL represent hierarchically related con-
cepts, with AI being an umbrella term encompassing various techniques 
that allow computer programs to learn from experience and replicate 
human thought processes for solving complex and varied tasks. 

ML is one of the approaches to AI and it refers to the ability of a 
computer system to acquire knowledge about a domain by identifying 
patterns in multidimensional raw data without being explicitly pro-
grammed to do so [9]. Different ML paradigms exist, for instance:  

– Supervised learning [7,10], which involves training an algorithm 
using a dataset that is labeled, meaning that each input data point is 

Fig. 1. Typical steps involved in a pipeline utilizing radiomic features. Initially, images are acquired (1), followed by the isolation of regions-of-interest (ROIs) 
(2). Subsequently, both the image and the segmentation masks undergo preprocessing, including feature normalization, wherein features are scaled to balance their 
numerical range (3) before several radiomic features are extracted from the ROIs (4). These features are often selected based on criteria such as being uncorrelated, 
reproducible, and possessing diagnostic capabilities (5). Finally, a diagnostic model is constructed using these features (6). 
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associated with a matching output label. The objective is for the al-
gorithm to acquire the ability to understand the relationship between 
the input and output, enabling it to provide predictions for novel, 
unobserved data (Fig. 2A).  

– Unsupervised learning [7,10], which refers to the process of 
analyzing unlabeled data in order to identify patterns, correlations, 
or structures without any explicit supervision from the algorithm. 
The system acquires knowledge from the intrinsic organization of the 
supplied data (Fig. 2B). 

Hybrid paradigms [11] also exist, including semi-supervised learning 
and self-supervised learning. 

DL is a sub-field of ML that mainly employs artificial neural networks 
to model and solve a variety of tasks. The term “deep” relates to the 
usage of deep neural networks, which comprise several layers (hence the 
name “deep”) of linked nodes, also known as neurons [12]. An example 
of neural network is represented in Fig. 3. 

DL has substantially boosted the state-of-the-art in many fields, 
resulting in breakthroughs in previously difficult problems for classic 
ML algorithms. Unlike traditional ML, which often requires the manual 

crafting of task-specific features, DL excels in automatically learning 
complex representations from data given its ability to process the raw 
data directly. This is particularly advantageous in contexts where pre- 
determining relevant features is challenging, and manual feature 
extraction is both time-consuming and reliant on expert knowledge. This 
paradigm, known as representation learning, is fundamental to DL 
[7,13]. 

Common architectures for image-related tasks include convolutional 
neural networks, which typically involve convolutional layers, pooling 
layers, and fully connected components [12,13]. 

The U-Net, introduced by Ronneberger and colleagues in 2015, is a 
particular type of convolutional neural network that has been specif-
ically developed for the purpose of performing semantic segmentation 
tasks in the field of image processing. The method gained significant 
popularity in the field of biological image analysis, as well as in other 
domains that demand accurate segmentation at the pixel level [14,15]. 

Although the original U-Net design achieved success, it had specific 
limitations, for instance in addressing the problems of over- 
segmentation and under-segmentation [15]. To overcome these chal-
lenges, the no-new-net or nnU-Net, emerged as the cutting-edge 

Fig. 2. Schematic representation of supervised and unsupervised learning. In supervised learning, raw data with expert annotations are utilized to derive a 
model by training a learning algorithm, commonly employing gradient descent, wherein the model’s weights are iteratively adjusted to closely match the ground- 
truth data. Once trained, the model can be used to predict unseen data. In panel A, the model is trained and utilized to segment calcified carotid plaques. In un-
supervised learning, data without annotations are inputted to an unsupervised model to learn intrinsic properties of the data, typically through the use of a clustering 
algorithm. In panel B, the model is employed to stratify the raw data into two clusters of carotid plaques, one with calcified plaques and one without. 
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framework for medical image analysis tasks. Unlike prior DL architec-
tures, highly specific and requiring manual selection of model design 
elements, nnU-Net is an automated deep learning-driven segmentation 
system that automatically adjusts its settings, such as preprocessing, 
network design, training, and postprocessing. This showcases the ca-
pacity to adjust to new datasets autonomously, constantly surpassing 
several earlier techniques without the need for operator intervention 
[16]. 

4. Imaging features of plaque vulnerability 

In the past, the degree of carotid arterial stenosis was considered the 
main factor for evaluating the severity of stroke risk, mostly shaped by 
research dating back to the 1980–90, which emphasized the efficacy of 
carotid endarterectomy (CEA) in patients with significant stenosis 
(ranging from 70 % to 99 %) [17,18]. 

Nevertheless, a growing body of evidence indicates that identifying 
unstable plaque characteristics might significantly enhance the assess-
ment of carotid atherosclerosis in both symptomatic and asymptomatic 
patients: the majority of patients with severe carotid stenosis are actu-
ally asymptomatic, with a rate of symptomatic conversion at <1 % per 
year; on the other hand, a significant number of patients with <50 % 
stenosis experience anterior circulation stroke [19–24]. 

To further on this topic, in October 2023, the Carotid Plaque RADS 
was introduced by Saba and colleagues [25], providing a reliable multi- 
imaging scoring reporting system to assess the risk of cerebrovascular 
events based on carotid plaque morphology [26,27]. 

More precisely, the Carotid Plaque RADS (Fig. 4) considers:  

– Imaging characteristics: maximum wall thickness, lipid-rich necrotic 
core (LRNC), intraplaque hemorrhage (IPH), rupture of the fibrous 
cap (FC), and intraluminal thrombus; 

– Ancillary features: positive carotid remodeling, plaque burden, ste-
nosis progression, carotid plaque calcifications;  

– Modifiers: limited diagnostic study, stents, and prior carotid 
endarterectomy. 

Ultrasound (US), being widely available and non-invasive, can be 
used to assess plaque burden [25,29]. US can also detect the presence of 
a thick FC, the latter presenting as a hyperechoic structure and being the 
indicator of the score 3a, whereas in the presence of juxta-luminal black 
areas, representing either LRNC with a thin FC (score 3b), plaque 
rupture (score 4b) or intraluminal thrombus (score 4c), further imaging 
is necessary. 

Fig. 3. Schematic representation of a feed-forward neural network. In 
feed-forward neural networks, input data undergo processing through a 
sequence of hidden layers, each comprising multiple neurons. These layers 
work to extract progressively abstract and high-level features. This process 
involves projecting the input features into a latent space. By condensing this 
latent space into output neurons, it becomes feasible to calculate the desired 
quantity based on the specific task being addressed. Tasks may include classi-
fication, semantic segmentation, or regression. 

Fig. 4. Schematic representation of the different Carotid Plaque RADS categories. Reproduced with permission from Saba et al. [28] Presentation concept based on 
Saba et al. [25]. Abbreviations: LRNC: Lipid-Rich Necrotic Core; FC: Fibrous Cap, MWT: Mean Wall Thickness, IPH: Intraplaque Hemorrhage, CEA: Carotid 
Endarterectomy. 
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In this scenario, computed tomography (CT), as highlighted by the 
latest consensus statement [30], serves as the benchmark non-invasive 
imaging method for assessing plaque ulcerations, defined as contrast 
material that protrudes from the vascular lumen into the plaque for at 
least 1 mm. However, due to plaque calcifications and its inability to 
accurately detect FC thickness and/or integrity, magnetic resonance 
imaging (MRI) is the best imaging technique to detect surface irregu-
larities [25,31,32]. 

Beside plaque surface morphology, plaque composition, referring to 
the types and distribution of various components within the plaque, 
including LRNC, fibrous tissue, calcifications, IPH, and inflammation, is 
an important factor in determining plaque vulnerability [25]. Both CT 
and US are limited in the evaluation of plaque composition. US, as stated 
before, cannot properly differentiate between LRNC and IPH. The main 
limitation of CT techniques is a substantial overlap of Hounsfield unit 
values among LRNC, fibrous tissues, and IPH. Additionally, plaque cal-
cifications, as mentioned before, can cause beam-hardening, edge-blur, 
and halo effect artifacts, limiting the CT’s ability to determine plaque 
composition [33]. However, it is expected that photon-counting scan-
ners may address some of the current limitations of conventional CT 
scanners [34,35]. 

MRI has proven to be highly accurate in the detection of features of 
vulnerability in carotid plaques. By employing a multi-sequence proto-
col (including T1-weighted, T2-weighted, proton density, and time-of- 
flight sequences) along with a specialized carotid coil, MRI can effec-
tively identify significant characteristics such as the presence of a LRNC, 
thinning or rupture of the fibrous cap, and intraplaque hemorrhage IPH 
[33,36]. 

5. Radiomics and AI applications in the carotid vulnerable 
plaque 

In the context of carotid artery disease, radiomics and AI can help in 
the automatic segmentation of the carotid plaques across all imaging 
modalities and in the detection of carotid plaque vulnerability features, 
especially for CT and MRI. The first aspect falls outside the purpose of 
this review, as it has already been addressed in a recent publication by 
Wang et al. [37]. Such advanced technologies can be applied to every 
diagnostic technique, including US, CT and MRI. 

5.1. US 

Mougiakakou et al. [38] created on a dataset of 54 symptomatic 
plaques and 54 asymptomatic plaques a computer-aided diagnosis 
(CAD) system to analyze US images of carotid arteries and classify them 
into symptomatic or asymptomatic based on their echogenicity char-
acteristics. The system is composed of three modules. The first one, the 
feature extraction module, extracts first-order statistical features and 
Laws’ texture energy features. Second, a dimensionality reduction 
module reduces the number of features using the analysis of variance. 
Third, the classifier module which consists of a neural network trained 
using a hybrid approach encompassing genetic algorithms and the back 
propagation algorithm. The hybrid method was also compared with a 
neural network trained using the traditional back propagation algorithm 
only. The patients were equally distributed between the training set (n 
= 54, 27 symptomatic and 27 asymptomatic), the validation set (n = 27, 
14 symptomatic and 13 asymptomatic) and in the testing set (n = 27, 13 
symptomatic and 14 asymptomatic). The hybrid method performed 
better with areas under the curve (AUC) for both training and validation 
sets equal to 1. In the testing set, the proposed approach achieved an 
AUC of 0.973; the classical method exhibited AUCs of 1, 0.931 and 0.918 
in the training, validation, and testing sets, respectively. 

Lo and colleagues [39] in 2022 created a CAD system using histogram, 
shape, and texture features on a cohort including 102 symptomatic and 
75 asymptomatic patients, with a total of 513 S and 458 normal carotid 
color doppler CCD images. A logistic regression (LR) algorithm was used 

to integrate such features and derive a model to classify images into 
symptomatic or asymptomatic categories. The LR classifier was 
compared to the support vector machine (SVM) and k-nearest neighbors 
(k-NN). LR outperformed both SVM and k-NN, achieving accuracies of 
87 %, 60 %, and 87 % when separately using histogram, shape, and 
texture features, respectively. Additionally, the combined model ach-
ieved even better performance, with an accuracy of 89 % and an AUC 
0.94. 

Zhang et al. [40] tested the performance of US-based texture analysis 
combined with least absolute shrinkage and selection operator (LASSO) 
regression to detect carotid plaque vulnerability. The overall cohort 
comprised 150 consecutive patients with suspected cerebrovascular 
events and randomized into the training (n = 105, 70 %) and testing (n 
= 45, 30 %) sets. A conventional diagnostic model proposed was con-
structed using four variables from conventional ultrasound (including 
surface morphology, FC state, plaque echo, and plaque ulcer formation) 
and it was combined with a texture-based model. In the training set, the 
combined ultrasound-texture feature model achieved an AUC of 0.88. 
Similarly, in the testing set, the proposed approach achieved an AUC of 
0.87. 

5.2. CT 

In 2022, Zhang et al. [41] employed demographics and radiomic 
features to develop a clinical factor model for detecting IPH, utilizing the 
LASSO method. The authors retrospectively recruited a total of 46 pa-
tients with 106 carotid plaques that served as the training set, and an 
additional 18 patients with 38 plaques constituted the test set. The au-
thors conducted a comparison between the model based solely on clin-
ical variables, and a model based solely on radiomic features, and a 
combined model. In the clinical model, several variables were consid-
ered, including the degree of stenosis, maximum plaque thickness, and 
presence of ulceration. To construct the clinical factor model, initial 
univariable analysis was conducted to compare the differences in these 
clinical factors between symptomatic and asymptomatic groups. Sub-
sequently, a multiple logistic regression analysis was performed using 
statistically significant variables from the univariable analysis as inputs. 
Notably, the degree of luminal stenosis emerged as the sole independent 
predictor in the clinical factor model. The results demonstrated the su-
periority of the combined model, with the AUC significantly higher than 
that of the clinical factor model in both the training (0.743) and external 
test sets (0.811). Furthermore, the nomogram exhibited satisfactory 
predictive efficacy with good calibration. 

Similarly, Xia et al. [42] developed ML models for predicting the risk 
of transient ischemic attack in patients with mild carotid artery stenosis. 
A total of 179 patients, with 34 presenting symptoms and 145 without 
symptoms, were randomized into training set (n = 165) and testing sets 
(n = 65). Five classification algorithms were used to train models on a 
selection of radiomic features, including random forest, eXtreme 
Gradient Boosting, LR, SVM, and k-NN. Three different models were 
derived: a clinical-only model including low-density lipoprotein and uric 
acid, a radiomic-only model, and combined model. The random forest 
model, constructed using radiomics and clinical feature information, 
exhibited the highest accuracy on both training (0.988) and testing sets 
(0.863), with corresponding AUC values of 0.983 and 0.879, 
respectively. 

Another study published in 2023 by Shi and colleagues [43], retro-
spectively analyzed 167 patients, 70 with symptoms and 97 without 
symptoms to develop and validate a multivariable model incorporating 
conventional clinical and imaging characteristics and radiomic features 
for the assessment of plaque vulnerability. The conventional model 
included plaque ulceration, carotid rim sign as imaging features and 
homocysteine as clinical characteristic. The combined model demon-
strated superior performance compared to both the conventional-only 
and radiomic-only models, achieving an accuracy of 0.784 in the 
training cohort and 0.761 in the testing cohort, with corresponding AUC 
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values of 0.856 and 0.832, respectively. Additionally, calibration anal-
ysis indicated a good fit between predicted and actual likelihood of 
stroke in both the training and validation cohorts. Decision curves 
analysis further highlighted the clinical utility of the combined model. 

5.3. MRI 

Zhang and colleagues [44] developed a ML based on MRI radiomics 
features and ML algorithm for the detection of vulnerable carotid pla-
ques and compared its performance to a traditional model based on 
conventional MRI features. A total of 162 patients were included in the 
study and were randomized into training and testing sets. The tradi-
tional model was constructed using features related to IPH and LRNC 
identified through multivariable logistic regression analysis. The pre-
dictive radiomics model for identifying high-risk plaques comprised 
several steps: first, features were normalized to zero mean and standard 
deviation of 1; then, a feature selection algorithm based on statistical 
significance in univariable analysis (p < 0.05) and discriminatory ability 
(AUC > 0.65) was employed to select an initial set of features. Further 
reduction was achieved with the LASSO algorithm. The final set of 33 
radiomic features were used to derive the radiomic model. The radiomic 
model demonstrated superior performance in both the training and 
testing sets, achieving AUC values of 0.988 and 0.984, respectively. In 
comparison, the traditional model yielded AUCs of 0.825 and 0.804 for 
the training and testing sets, respectively. Furthermore, when 
combining the radiomic and traditional models, the combined model 
exhibited even higher AUCs of 0.989 and 0.986 for the training and 
testing sets, respectively. 

Another study published in 2023 [45] aimed to develop a 3D carotid 
plaque radiomics model based on high-resolution magnetic resonance 
imaging, to quantitatively identify vulnerable plaques. The cohort was 
composed by 48 symptomatic patients and 42 asymptomatic patients, 
divided in training and testing cohort. The radiomics model was 
compared to a traditional model based on IPH, plaque enhancement, 
wall remodeling pattern, and lumen stenosis. Results showed that the 
radiomics model outperformed the traditional model, with AUC values 
of 0.915 and 0.835 in the training and testing sets, respectively. In 
contrast, the traditional model achieved AUC values of 0.816 and 0.778 
in the training and testing sets, respectively. The final combined model 
achieved AUC values of 0.957 and 0.864 in the training and testing set, 
respectively. The calibration curve showed a significant correlation 
between the diagnostic results of both the radiomic-only and combined 
models and the actual results in both sets. Additionally, decision curves 
analysis revealed a net benefit for patients with the combined and 
radiomic-only model in both the training and testing sets, confirming the 
usefulness of the developed nomogram in clinical practice. 

A work conducted by Chen et al. [46], developed a radiomics-based 
MRI sequence from high-resolution magnetic resonance imaging, com-
bined with clinical high-risk factor, to differentiate between symptom-
atic and asymptomatic plaques. They retrospectively enrolled 115 
patients and randomized them into training (n = 81, 53 with symp-
tomatic plaques and 28 with asymptomatic plaques) and test sets (n =
34, 22 with symptomatic plaques and 12 with asymptomatic plaques). 
T2-weighted imaging was used for segmentation and extraction of the 
texture features. Max- Relevance and Min-Redundancy and the LASSO 
algorithm were employed to optimize the model by selecting only the 
most relevant variables. The radiomic-only model (Radscore) was 
applied to construct a diagnostic model considering the texture features. 
Subsequently, the Radscore was compared with the clinical only and the 
combined models. In the clinical model, low- and high-density lipo-
protein, their ratio, IPH and LRNC were included. Conversely, the 
combined model only included the ratio of low- and high-density lipo-
protein, along with IPH and LRNC based on the minimal Akaike Infor-
mation criterion. The combined model yielded the highest AUC of 0.929 
in the training group and 0.912 in the test group. This difference was 
statistically significant compared to the clinical model (p = 0.023) and 

Radscore (p = 0.013) in the training group, but not in the test group (p =
0.090 vs. p = 0.155). The Radscore did not show a significant difference 
from the clinical model in either the training group (p = 0.782) and the 
test group (p = 0.852). 

An overview of previously published US, CT and MRI studies using 
radiomics and AI for the detection of carotid vulnerable plaque is shown 
in Table 1. 

6. Current limitations 

While radiomic and AI hold promise, particularly when integrated 
into CAD systems, they also poses several issues and concerns that de-
mand attention and resolution. 

6.1. Interpretability and explainability of AI model 

Interpretability and explainability involve understanding and trust-
ing model decisions, but they have distinct definitions: 

– Interpretability refers to the degree to which an individual can un-
derstand the causal relationship between the input features, the 
model, and its predictions. In simpler terms, it involves ensuring that 
the decision-making process of the model is comprehensible and 
open to people. In medical ML, interpretability is crucial because 
healthcare practitioners need to trust the model’s predictions and 
comprehend the underlying rationale [63,64].  

– Explainability involves providing precise and explicit rationales or 
explanations for the individual predictions made by the model. The 
main objective is to offer explanations into the reasoning behind a 
model’s specific conclusion about a given input. Doctors must have 
confidence in the overall performance of the model and comprehend 
the rationale behind each estimate [63,64]. 

Certain AI models possess a “black box” characteristic, indicating the 
presence of highly complex algorithms that are challenging for humans 
to understand. To address the significant difficulties posed by these 
black-box models, a growing body of research is dedicated to developing 
AI models that possess both explainability and interpretability [63–65]. 

6.2. Regulatory issues of AI 

The issue of consent for data usage poses a significant challenge that 
is often overlooked by organizations providing commercial products 
[65–67]. 

There are different legislative models for privacy protection in using 
AI for healthcare [68]:  

– For Europe, the legislative model employs regulations such as the EU 
Data Protection Directive of 1995 (95/46/EC) and the General Data 
Protection Regulation of 2018 (GDPR), to protect personal health-
care information together with other personal information in an in-
tegrated manner.  

– For US, the Health Insurance Portability and Accountability Act of 
1996 (HIPAA), the Standards for Privacy of Individually Identifiable 
Health Information of 2000 (commonly referred to as the Privacy 
Rule), and the Health Information Technology for Economic and 
Clinical Health Act (HITECH) of 2009, provide a systematic and 
nationwide framework for the protection of private health 
information.  

– For China, the Personal Information Protection Law (PIPL) and the 
Civil Code. 

All the aforementioned legislative models require consent for 
handling healthcare information and allow the individual the right to 
revoke consent, which can potentially impact the performance of the ML 
software [68]. 
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Table 1 
Previous US, CT and MRI studies regarding the application of radiomics and artificial intelligence model in the detection of carotid vulnerable plaque.  

Authors Imaging 
technique 

Year and 
study design 

Sample size Study aim Category of used 
radiomic features 

ML/DL Results 

Mougiakakou 
et al. [38] 

US 2007; 
retrospective 

54 sym and 54 asym 
plaque images 

Automatic 
classification of 
plaque images into 
sym and asym 

First order 
statistical features 
LTE 

Hybrid NN vs 
Classic NN 

Hybrid neural network better 
with AUC = 1 in training and 
validation set and AUC =
0.973 in testing set; Acc =
100 % in training and 
validation set and 96.3 % in 
the testing set). 

Lo et al. [39] US 2022; 
retrospective 

513 sym and 458 asym 
images from 102 sym and 
75 asym patients 

Automatic 
classification of 
plaque images into 
sym and asym 

Morphological 
features 
First and second 
order statistical 
features 

LR vs 
SVM vs k-NN 

LR performed better for first, 
second order statistical 
features and all combined 
feature with Acc = 87, 87, 89 
% respectively 
SVM and k-NN both 
performed better for 
morphological features with 
both Acc = 61 % 

Zhang et al.  
[40] 

US 2022; 
bidirectional 

150 patients, 57 asym and 
93 sym 

Automatic 
classification of 
plaque images into 
sym and asym 

First and second 
order statistical 
features 
Transform-based 
features 
Model-based 
features 

LR vs Non 
radiomic 

Combined model better with 
AUC = 0.88 for training and 
AUC = 0.87 testing set 

Acharya et al.  
[47] 

US 2013; 
retrospective 

UK: 346 plaque images, 
196 sym and 150 asym 
Portugal: 
146 plaque images, 44 
sym and 102 asym 

Automatic 
classification of 
plaque images into 
sym and asym 

Second order 
statistical features 
Transform-based 
features 

SVM 
DT 
Fuzzy 
GMM 
k-NN 
NBC 

Portugal dataset 
Fuzzy better with Acc = 93.1 
UK dataset: SVM-RBF better 
with Acc = 85.3 

Acharya et al.  
[48] 

US 2012; 
retrospective 

Plaque dataset (UK): 346 
images, 150 asym and 
196 sym 
Wall dataset (HK + Italy): 
342 images: − 300 HK 
asym − 42 Italy: 22 sym 
and 20 asym 

Automatic 
classification of 
plaque and wall 
images into asym and 
sym 

LBP 
LTE 

Plaque dataset: 
SVM vs DT vs 
GMM vs k-NN 
vs NBC vs 
RBPNN vs 
Sugeno fuzzy 
Wall dataset: 
SVM vs k-NN vs 
RBPNN 

Plaque dataset: 
SVM poly 2 better with Acc 
= 83 
Wall dataset: 
Without IMTVpoly: KNN and 
RBPNN with Acc = 88.6 
With IMTVpoly: any with Acc 
= 89.5 

Acharya et al.  
[49] 

US 2012; 
prospective 

346 plaque images, 150 
asym and 196 sym 

Automatic 
classification of 
plaque images into 
asym and sym 

First and second 
order statistical 
features 

Adaboost vs 
SVM 

SVM RBF performed better 
with Acc = 82.4 

Acharya et al.  
[50] 

US 2012; 
retrospective 

146 plaques, 102 asym 
and 44 sym, from 99 
patients 

Automatic 
classification of 
plaque images into 
asym and sym 

First and second 
order statistical 
features 
Wavelet transform 
features 
Radon transform 
features 
HOS 

SVM SVM RBF performed better 
with Acc = 91.7 

Chaudhry et al. 
[51] 

US 2016; 
retrospective 

300 images Automatic 
segmentation and 
classification of 
carotid arteries in 
normal and abnormal 

First order 
statistical features 

SVM vs KNN vs 
MLBPNN 

SVM with Acc = 98.84 

Huang et al.  
[52] 

US 2022; 
prospective 

548 plaques, 381 sym and 
167 asym 

Automatic 
classification of 
plaque images into 
asym and sym 

First and second 
order statistical 
based features 

MLR vs Non 
radiomic 

Final nomogram better with 
an AUC = 0.927 in the 
training cohort and AUC =
0.919 in the test cohort 

Kyriacou et al.  
[53] 

US 2006; 
retrospective 

274 plaques, 137 sym and 
137 

Automatic 
classification of 
plaque images into 
asym and sym 

DST SVM vs PNN SVM with correct 
classifications score of 66.7 % 

Kyriacou et al.  
[54] 

US 2011; 
prospective 

1121 patients Risk stratification 
based on ultrasonic 
plaque texture 
features and clinical 
features 

First and second 
order statistical 
features 
FDTA 
FPS 

LR AUC = 0.834 
94.7 % correct classification 

Lambrou et al.  
[55] 

US 2012; 
retrospective 

274 plaque images, 137 
sym and 137 

Automatic 
classification of 
plaque images into 
asym and sym 

First, second and 
high order 
statistical based 
features 
Morphological 

ANN 
ANN-CP 
SVM 
SVM-CP 
NBC 

k-NN(Acc = 70,43) 
k-NN-CP(Acc = 70.8) 

(continued on next page) 
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Table 1 (continued ) 

Authors Imaging 
technique 

Year and 
study design 

Sample size Study aim Category of used 
radiomic features 

ML/DL Results 

features 
LTE 
FDTA 
FPS 

NBC-CP 
k-NN 
k-NN-CP 

Latha et al.  
[56] 

US 2021; 
retrospective 

361 images, 202 normal 
images and 159 plaque 
images 

Automatic 
classification into 
presence or absence 
of plaque 

Morphology 
features 
First, second and 
high order 
statistical features 
LBP 
FDTA 

NBC vs DLVQ DLVQ better, on the selected 
features Acc = 91.68, on all 
the extracted Acc = 88.72 

Smitha et al.  
[57] 

US 2019; 
retrospective 

96 images Automatic 
classification of 
plaque images into 
asym and sym 

Second order 
statistics-based 
features 

SVM SVM-RBF best performance 
by combining contrast, 
correlation, energy and 
homogeneity: Acc = 100 % 
with RBF of 0.3 and 0.1  

Tsiaparas et al. 
[58] 

US 2011; 
retrospective 

20 plaques, 11 sym and 9 
asym 

Automatic 
classification of 
plaque images into 
asym and sym 

Statistics-based 
texture features 
Wavelet transform 
features 
Fractal texture 
features 

SVM vs PNN SVM better with Acc = 70 

Huang et al.  
[59] 

US 2015; 
prospective 

275 plaques, 85 
hyperechoic, 83 
intermediate and 100 
anechoic 

Classify carotid 
plaque echogenicity 

First order and 
second order 
statistical features 
Wavelet transform 
features 
Model-Based 
Features 

k-NN k-NN MDFs better with AUC 
= 0.918 for identifying 
anechoic plaques 

Pedro et al.  
[60] 

US 2013; 
prospective 

146 plaques from 99 
patients, 30 sym and 69 
asym 

Automatic 
classification of 
plaque images into 
asym and sym 

First order 
statistical features 
Wavelet transform 
features 

MLR AUC = 77 

Zhang et al.  
[41] 

CT 2022 
retrospective 

46 patients with 106 
plaques in the training set 
(46 with IPH and 60 
without) and 18 patients 
with 38 plaques in the 
testing set (18 with IPH 
and 20 without) 

Differentiation of 
carotid plaques with 
intraplaque 
hemorrhage 

First order and 
second order 
statistical features 
Wavelet transform 
features 

MLR vs 
Non radiomic 

Radiomics nomogram better 
with AUC = 0.743–0.811 in 
the training and testing 
cohort, respectively 

Xia et al. [42] CT 2023 
retrospective 

179 patients, 34 sym and 
145 asym, total 219 
plaques 

Predict the risk of 
transient ischemic 
attack in patients 
with mild carotid 
stenosis 

First and second 
order statistics 
based features 

Non radiomic 
vs 
Best radiomic 
(RF, XGB LR, 
SVM, K-NN) 

RF combined better with 
AUC = 0.983–0.879 in the 
training and testing set, 
respectively 

Shi et al.[43] CT 2023 
retrospective 

167 patients, 70 sym and 
97 asym 

Assess plaque 
vulnerability 

Wavelet transform 
features 
First and second 
order statistics 
features 

MLR vs Non 
radiomic 

Combined better with AUC =
0.856–0.832 in the training 
and testing set, respectively 

Le et al.[61] CT 2021 
retrospective 

41 patients, 82 plaques, 
41 sym plaques, 41 asym 
plaques 

Test feature 
robustness and to to 
identify culprit and 
non-culprit arteries 

First, second and 
high order statistics- 
based features 

Calcium only vs 
best radiomic 
(Elastic Net, LR, 
XGB) 

Radiomics + calcium better 
with AUC = 0.73 

Acharya et al.  
[62] 

CT 2013 
retrospective 

20 patients, 11 sym and 9 
asym, 200 sym images 
and 200 asym images 

Automatic 
classification of 
plaque into asym and 
sym 

LBP 
Wavelet transform 
features 

SVM SVM-RBF better with Acc =
88 

Zhang et al.  
[44] 

MRI 2021 
retrospective 

162 patients, 108 sym and 
54 sym. 121 in the 
training set (81 sym + 40 
asym) and 41 in the test 
cohort (17 sym + 14 
asym) 

Automatic 
classification of 
plaque into asym and 
sym 

Morphology 
features 
Second order 
statistics-based 
features 
Wavelet transform 
features 

LR vs 
MLR and Non 
radiomic 

Combined better with AUC =
0.989–0.986 in the training 
set and in the testing set, 
respectively 

Zhang et al.  
[45] 

MRI 2023 
retrospective 

90, 48 sym and 42 asym Quantitatively 
identify vulnerable 
plaques 

Morphology 
features 
First and second 
order features 
Wavelet transform 
features 

MLR vs Non 
radiomic 

Combined better with AUC =
0.957–0.864 in the training 
and testing set, respectively 

Chen et al.  
[46] 

MRI 2023 
retrospective 

115 patients, 75 sym and 
40 asym 

Differentiating sym 
from asym carotid 
plaques 

Wavelet transform 
features First order 
and second order 
statistics features 

MLR rad vs Non 
radiomic 

Combined better with AUC =
0.929–0.912 in the training 
and testing set, respectively 

R. Scicolone et al.                                                                                                                                                                                                                               

Descargado para Lucia Angulo (lu.maru26@gmail.com) en National Library of Health and Social Security de ClinicalKey.es por Elsevier en julio 17, 2024. 
Para uso personal exclusivamente. No se permiten otros usos sin autorización. Copyright ©2024. Elsevier Inc. Todos los derechos reservados.



European Journal of Radiology 176 (2024) 111497

9

Additionally, it is important to note that, at least in Europe, there is 
currently no public database available to verify the certification or 
clinical validation of AI-based software [66]. Finally, there is legislative 
uncertainty around liability in healthcare, both in the US and Europe, 
concerning the application of AI. This uncertainty poses a risk of 
insufficient insurance coverage in cases of harm resulting from inaccu-
rate predictions made by AI, potentially limiting the practical value of 
such software [67,69]. 

6.3. Repeatability and reproducibility of radiomic features 

A common approach to feature extraction relies on the computation 
of image biomarkers or features within a region of interest, such as mean 
intensity, volume, and texture heterogeneity. However, each feature is 
affected differently by variations in scanner type, acquisition settings, 
patient positioning, image reconstruction algorithms, and the specific 
approach employed for delineating the region of interest. If radiomic 
models include characteristics that are not robust to such changes, their 
performance will be subpar when applied to novel data, affecting their 
generalizability [70]. 

Repeatability and reproducibility are crucial aspects of features 
reliability in radiomics. Repeatability refers to the consistency in 
achieving identical results when conducting the same analysis on the 
same subject, under identical conditions, and using the same imaging 
parameters. In contrast, reproducibility focuses on the ability to obtain 
the same features from different parameters and experimental condi-
tions [6,71–73]. 

Test-retest imaging is often used to identify non-robust image char-
acteristics, by imaging the same region of interest multiple times within 
a short time interval usually with the same acquisition protocol. This 
approach allows for identification of non-robust features, as the imaging 
sets are similar but not identical. Subsequently, non-robust features are 
excluded from further analysis [74]. While it is crucial to identify reli-
able characteristics, conducting test–retest imaging for every radiomic 
investigation poses challenges due to the need for extra resources, such 
as staff, imaging time, and radiation dosage, as well as the difficulty in 
achieving generalizability. Moreover, feature robustness is dependent 
on the specific phenotype being studied and the imaging modality used, 
making it challenging to extrapolate information on feature robustness 
from research involving multiple phenotypes and modalities [74,75]. 

6.4. Model validation and model generalizability 

Due to potential issues with the representativeness and preparation 
of training data, any trained model, even if it has passed internal vali-
dation (where a portion of the dataset is used for training and the rest for 
validation), should be considered potentially non-generalizable and 
therefore undergo, prior to deployment in a real-world scenario, 
external validation, which involves testing the model with new data that 
were not included in the original input data or are significantly different. 
This way, data derived from entirely distinct sources have limited sim-
ilarities, yet they may nevertheless have valuable characteristics. A well- 
trained model that captures useful aspects will consistently provide 
favorable outcomes even when faced with novel data repeatedly [76]. 

7. Future perspectives 

Based on the aforementioned studies, it is evident that radiomics and 
AI will become essential components of a radiologist’s routine. Further 

technological progress will enable the development of increasingly so-
phisticated algorithms to stratify the risk of stroke based on features of 
plaque instability, as well as monitor treatment response. By integrating 
radiomics features with clinical data and even other “-omics” data, the 
performance of AI models will undoubtedly be enhanced [77]. 

8. Conclusions 

The integration of AI, radiomics and clinical data into the field of 
medical imaging, with a special focus on carotid atherosclerosis, holds 
significant promise and potentially can improve clinical practice. By 
automating repetitive tasks and reducing inter-observer variability, AI- 
based CAD systems can optimize radiologist’s efficiency, allowing 
them to allocate more time to patient care. Furthermore, AI’s ability to 
identify nuanced patterns in imaging data presents opportunities for 
early detection and diagnosis of adverse plaque characteristics, leading 
to improved risk stratification for cerebrovascular events. As we 
continue to explore the capabilities of AI in medical imaging, its inte-
gration into clinical workflows stands to greatly enhance patient out-
comes and advance the field of vascular medicine. 

Finally, within medical research, these technologies facilitate large- 
scale analysis of imaging and clinical data, thereby aiding in the dis-
covery of new patterns, biomarkers, and associations pertinent to ca-
rotid artery disease. Consequently, these technological advancements 
have the potential to enhance the accuracy and efficiency of medical 
image analysis, ultimately leading to improved outcomes for individuals 
affected by carotid artery disease. 

Nevertheless, it is critical to prioritize the reproducibility and 
repeatability of the selected radiomic features, while also upholding fair 
and ethical practices in AI utilization, particularly concerning patient 
consent in the research studies. Additionally, comprehensive algorithm 
validation, coupled with efforts in the development of interpretable and 
explainable models and in the optimization of model performance to 
enhance therapeutic value without compromising patient safety, are 
paramount. 

Only by addressing all these critical issues can we ensure the regular 
and safe implementation of radiomics and AI into routine clinical 
practice. 
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Abbreviations: Sym: Symptomatic; Asym: Asymptomatic; Acc: Accuracy; LTE: Law’s Texture Energy; NN: Neural Network; AUC: area under the curve; LR: Linear 
regression; SVM: Support Vector Machine; k-NN: k-Nearest Neighbour; DT: Decision Tree; GMM: Gaussian Mixture Model; IMTV: Intima-Media Thickness Variability; 
RBPNN: Radial Basis Probabilistic Neural Network; HOS: High Order Spectra; NBC: Naïve Bayes Classifier; LBP: Local Binary Pattern; MLBPNN: Machine Learning- 
Based Back Propagation Neural Networks; MLR: Multiple Linear Regression; DLVQ: Dynamic learning vector quantization; FDTA: Fractal dimension texture analysis; 
DST: Discrete Size Transform; PNN: Probabilistic Neural Network; FPS: Fourier Power Spectrum; ANN: Artificial Neural Network; CP: Conformal Predictor; MDF: 
Most Discriminative Features; RF: Random Forest; XGB: eXtreme Gradient Boosting. 
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