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ABSTRACT

The recent rapid development of large language models (LLMs)1,2 has sparked a new wave of tech-
nological revolution in medical artificial intelligence (AI)3,4. While LLMs are designed to understand
and generate text like a human, autonomous agents that utilize LLMs as their “brain” have exhibited
capabilities beyond text processing such as planning, reflection, and using tools by enabling their “bodies”
to interact with the environment5–7. We introduce a simulacrum of hospital called Agent Hospital that sim-
ulates the entire process of treating illness, in which all patients, nurses, and doctors are LLM-powered
autonomous agents. Within the simulacrum, doctor agents are able to evolve by treating a large number
of patient agents without the need to label training data manually. After treating tens of thousands of
patient agents in the simulacrum (human doctors may take several years in the real world), the evolved
doctor agents outperform state-of-the-art medical agent methods on the MedQA benchmark8 comprising
US Medical Licensing Examination (USMLE) test questions. Our methods of simulacrum construction
and agent evolution have the potential in benefiting a broad range of applications beyond medical AI.

Introduction
Becoming a medical professional is a long, hard haul. It often takes a medical student 12 years at school,
four years at college, and four years at medical school to complete general education requirements and take
medical courses. After 20 years of school, there is still much for the medical student to learn at hospital
during three years of residency before finally becoming an attending physician. As a result, the path to
becoming a doctor can be roughly divided into two phases: (1) acquiring knowledge from textbooks at
school and (2) acquiring expertise from practice at hospital.

Most recent advances in medical artificial intelligence (AI)3, 4, 9–12 have concentrated on the first
phase (i.e., medical knowledge acquisition) by training large language models (LLMs)1, 2, 13 tailored for
medicine on enormous amounts of textual data. For example, the training corpus of Med-PaLM4, which is
a 540-billion parameter LLM, contains 780 billion tokens representing a mixture of webpages, Wikipedia
articles, source code, social media conversations, news articles, books, and medical textbooks. After
acquiring general and medical knowledge from massively large data, Med-PaLM is reported to be the first
LLM to reach the human expert level on answering the US Medical Licensing Examination (USMLE) style
questions. Despite the success of medical LLMs, it is hard to directly use them to model medical expertise
acquisition at hospital because they are designed to provide foundational capabilities of understanding and
generating human languages rather than dealing with task-specific scenarios in the real world.

The rise of LLM-powered autonomous agents5–7, 14–18 brings hope to modeling the second phase
(i.e., medical expertise acquisition). Compared with LLMs, autonomous agents are more like humans.
Using LLMs as their “brain” to think, agents are able to act in an environment with their “bodies”
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Figure 1. An overview of Agent Hospital. Agent Hospital is a simulacrum of hospital in which patients,
nurses, and doctors are autonomous agents powered by large language models. Agent Hospital simulates
the whole closed cycle of treating a patient’s illness: disease onset, triage, registration, consultation,
medical examination, diagnosis, medicine dispensary, convalescence, and post-hospital follow-up visit.
Doctor agents can keep improving treatment performance over time by reading medical textbooks and
treating patient agents. An interesting finding is that the expertise doctor agents acquired in the virtual
world is applicable to solving real-world medicare problems.

autonomously19–35. For example, Smallville5, which is a sandbox game world where 25 agents live and
work, has demonstrated that human behaviors can be simulated by agents. These agents are able to plan
their days, go to work, chat with neighbors, and reflect on days past. After interacting with each other
continuously over two full game days in Smallville, they produce emergent social behaviors such as
sharing news, forming relationships, and coordinating group activities. While current research on medical
agents has focused on multi-agent collaboration for medical reasoning36–43, how to enable doctor agents
to acquire medical expertise from practice like humans do at hospital still remains a challenge.

In this work, we introduce a simulacrum of hospital called Agent Hospital to simulate medical expertise
acquisition. As shown in Figure 1, Agent Hospital is a virtual world in which all patients, nurses, and
doctors are LLM-powered autonomous agents. It functions like a real-world hospital. Patient agents will
go to Agent Hospital if they get sick. At the triage station, nurse agents ask patient agents about their
symptoms. Then, following the nurse’s suggestions, patient agents go to the registration desk, wait to
consult doctor agents, have medical examinations, get diagnosis results, pick up medication, and go back
home. If patient agents recover after several days, they will express their gratitude to nurse and doctor
agents. Otherwise, they will go to Agent Hospital again, complain to nurse and doctor agents, and start
another round of treatment cycle. If a doctor agent has successfully treated a patient agent, the case will
be recorded to offer a reference for future treatment. The doctor agent can also benefit from failure by
reflecting to gain experience to avoid making the same mistake in the future44. Besides caring for patient
agents, doctor agents also read medical books in their spare time to consolidate knowledge and expertise.
As time in Agent Hospital passes several magnitude orders faster than in the real world, the number of
patent agents that a doctor agent can treat is accordingly much higher than a human doctor does during
lifespan. Therefore, doctor agents can evolve over a long time span in Agent Hospital and keep improving
medical proficiency similar to AlphaGo Zero45.
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The AI technique behind Agent Hospital is a new paradigm named Simulacrum-based Evolutionary
Agent Learning (SEAL). SEAL consists of two components: simulacrum construction and agent evolution.
Similar to establishing a world model46, simulacrum construction aims to build a simulacrum of hospital
capable of generating a large amount of medical data for doctor agents to acquire medical expertise: the
disease that a patient agent suffers from, the symptoms that a patient agent experiences, the result of
clinical examination, and disease progression after the patient agent follows the doctor agent’s prescribed
treatment plan. To do so, we propose to couple LLMs with medical knowledge bases in a flexible way:
LLMs generate medical data guided by medical knowledge bases. Therefore, all the training data is
generated by the virtual world rather than being annotated by humans. After simulacrum construction,
agent evolution aims to enable doctor agents to keep acquiring medical expertise from both successful and
unsuccessful cases of treatment over time. This can be done by storing and retrieving successful cases for
reference and gaining experience from unsuccessful cases.

We evaluated our approach in both virtual and real worlds. In the virtual world, the proficiency of
doctor agents is assessed on three tasks: medical examination selection (whether a doctor agent makes
a correct decision on medical examination), diagnosis (whether a doctor agent identifies the disease
correctly), and treatment plan recommendation (whether a doctor agent recommends a correct treatment
plan). Agent Hospital comprises 32 departments that cover 339 diseases (details are provided in Appendix
A.1 & A.2). In the beginning, doctor agents can only use general and medical knowledge encoded in an
LLM. In Agent Hospital, doctor agents evolve by treating patient agents and reading textbooks. We find
that the diagnostic accuracy of doctor agents keeps improving with the increase of the number of patient
agents being treated, suggesting that doctor agents seem to acquire medical expertise from practice in
Agent Hospital. Interestingly, the medical skills that doctor agents learned in Agent Hospital are applicable
to the real world. We observe that the accuracy of doctor agents answering questions in the MedQA
dataset8 also improves with the increase of the number of patient agents being treated. Thanks to the
scaling laws of evolution, evolved doctor agents outperform existing methods on the MedQA dataset
without using labeled training data of the benchmark.

The main contribution of our work is to propose a new framework for solving task-specific problems
in real-world scenarios. Instead of tailoring LLMs to a specific use case and annotating data manually,
SEAL advocates building a simulacrum according to the workflow of the use case and generating
data automatically. This not only directly accommodates the requirements of specific applications, but
also significantly reduces the overhead for labeling data. Another benefit that SEAL brings to vertical
applications is eliminating the need for training domain-specific LLMs. As shown in Agent Hospital,
SEAL couples foundation models with domain knowledge bases in a flexible way, which are both readily
available and plug-and-play. Therefore, we believe that SEAL has the potential to be applied to a broad
range of applications beyond medical AI in the future.

Simulacrum Construction

Inspired by Smallville5 , we design a hospital sandbox simulation environment using the map editor Tiled47

and the web game development framework Phaser48. As shown in Figure 1, there are 16 functional areas
in Agent Hospital such as triage station, registration desk, waiting area, consultation rooms, examination
room, pharmacy, and follow-up room.

In Agent Hospital, we distinguish between two types of autonomous agents: patient agents and medical
professional agents. Each agent has distinct demographic information. As patient agents may get sick,
they have additional information about medical history. For example, Kenneth Morgan is a male patient
agent with an age of 55. According to his medical history, he has a hypertension problem. Medical
professional agents, which include doctors and nurses, have additional information about skills and duties.
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Figure 2. Agent Hospital simulates the whole closed cycle of treating illness. In this example, patient
agent Kenneth Morgan falls ill and visits Agent Hospital. Triage nurse Katherine Li conducts an initial
evaluation of Mr. Morgan’s symptoms and refers him to the dermatology department. Mr. Morgan then
registers at the hospital’s counter and is subsequently arranged for a consultation with doctor agent Robert
Thompson, who is a dermatologist. After undergoing the prescribed medical examination, Mr. Morgan
receives a diagnosis and medication. He goes back home to rest and monitor the improvement of his
condition. Mr. Morgan needs to go to Agent Hospital again if he fails to recover after several days.

For example, Robert Thompson is a male dermatologist agent with an age of 46. Proficient in performing
skin surgeries, his duty is to diagnose and treat adult patients with a broad range of skin illnesses. In Agent
Hospital, there are 42 doctor agents and four nurse agents. To simplify the simulation, we assume that
medical professional agents will not get sick.

The simulation process is driven by events in which patient, nurse, and doctor agents get involved.
There are eight main types of events in Agent Hospital:

1. Disease Onset. As shown in Figure 2, Kenneth Morgan wakes up and finds that his skin becomes
red, painful, and blistered. He decides to go to Agent Hospital to seek medical attention.

2. Triage. Kenneth Morgan arrives at the triage station and describes his symptoms to the nurse agent
Katherine Li, who tells him to register for the dermatology department.

3. Registration. Kenneth Morgan proceeds to register at the registration counter with the help of the
nurse agent Alexander Davis. Then, he goes to the designated area and waits for a consultation.

4. Consultation. After arriving at the consultation room, Kenneth Morgan describes his symptoms to
the dermatologist agent Robert Thompson, who determines the need for a medical examination.

5. Medical Examination. Kenneth Morgan undergoes the medical test in the examination room. The
nurse agent Jessica Chen gives him the report of the examination results.

6. Diagnosis. Kenneth Morgan goes back to the consultation room with the report. Robert Thompson
provides a diagnosis and prescribes the medication after reviewing the examination results.
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Department: Dermatology
Disease: Herpes Zoster

Name: Kenneth Morgan
Gender: Male       Age: 55

Instruction: You are a knowledgeable
medical expert in the Dermatology de-
partment. Based on the patient infor-
mation I provide, please generate real-
istic potential examination results. I 
will provide an input in JSON format 
containing six key-value pairs: pa-
tient ’s info, disease name, severity 
level, symptoms, examination list, and 
examination reference standard. The 
severity level will always be one of the 
following: mild, moderate, or severe. 
Based on the patient’s age, gender, 
medical history, lifestyle factor, vac-
cination history, family history and 
reference standards, please generate a 
possible examination result. The gene-
rated result should be diverse, definite, 
and reflect scenarios that may be en-
countered in real patient cases, while 
do not directly mention the name of 
this disease. Please return the output in 
JSON format …

Prompt for Medical Report Generation Large
Language Model

Medical
Knowledge Base

For Herpes Zoster
patients, the VZV 
antibodies can be
detected in their
blood, and …

Kenneth Morgan

Public
Medical Cases

Step 1: Disease Selection

Step 2: Basic Information Generation 

Medical History: Chickenpox

Step 3: Medical History Generation 

Symptoms: Blisters, pain, rash, redness

Step 4: Symptom Generation 

Step 5: Medical Report Generation 

Figure 3. Automatic generation of patient agents. During the closed cycle of treating illness, the
simulacrum generates patient agents automatically by coupling large language model with medical
knowledge base. After choosing a disease, our method generates the patient’s basic information, medical
history, symptoms, and medical examination reports sequentially. Such patient agents are critical for
enabling doctor agents to evolve in Agent Hospital.

7. Medicine Dispensary. Kenneth Morgan goes to the hospital pharmacy, gives the prescription to the
nurse agent Andrew Jackson, and picks up his medication.

8. Convalescence. Kenneth Morgan returns home to commence his recovery. He will provide feedback
or updates on his health condition for follow-up actions.

In addition, we design an extra event “Reading Books” for doctor agents: they proactively accumulate
knowledge by reading medical books outside of work hours. This is beneficial for integrating medical
knowledge and expertise.

In the real world, it is difficult for human doctors to know whether the treatment plans they prescribed
help patients recover or not because many patients do not provide feedback. Fortunately, it is much easier
to obtain such feedback and form a closed cycle in Agent Hospital, making it possible for doctor agents to
evolve over a long time.

Agent Evolution
In Agent Hospital, doctor agents evolve mainly by treating patient agents. We refer to our method for
agent evolution as MedAgent-Zero. By “Zero”, we mean that it does not use any manually labeled data.
Instead, it relies only on synthetic medical data generated by the virtual world. MedAgent-Zero consists of
two key steps: patient agent generation and doctor agent evolution.

Patient Agent Generation
As shown in Figure 3, patient agents in Agent Hospital can be automatically generated by coupling large
language models with medical knowledge bases. Given a chosen disease, MedAgent-Zero first generates
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Name: Kenneth Morgan Gender: Male Age: 55 
Medical History: Chickenpox 
Disease: Herpes Zoster (invisible to patient and doctor agents)
Symptoms: blisters, pain, vesicular rash, redness on skin.

Medical Examination Reports:

Information Retrieved from Medical Case Base:

Signature:

Diagnosis Report
General Information:

Information Retrieved from Experience Base:

Diagnosis:

Case #05872
Name: Jason Huddleston
Gender: Male
Age: 52
Medical History: Chickenpox
Symptoms: blisters, pain, rash
Medical Examination Reports:

Diagnosis: Herpes Zoster

Case #02901
Name: Xin Guo
Gender: Male
Age: 51
Medical History: Depression
Symptoms: pain, vesicular rash
Medical Examination Reports:

Diagnosis: Herpes Zoster

Case #08358
Name: Alice Garcia
Gender: Female
Age: 37
Medical History: None
Symptoms: blisters, pain
Medical Examination Reports:

Diagnosis: Chickenpox

Exp. #08723: The incorrect identification of “Chickenpox” instead of “Herpes 
Zoster” suggests a misunderstanding of the differences between these two diseases. 
Pay attention to distinguishing features such as viral infections like VZV.

Blood test: Presence of Varicella-Zoster Virus (VZV) antibodies.
Staining of cells from rash base: Presence of viral glycoprotein.
Tissue scraping: multinucleate giant cells and intranuclear inclusions.
PCR test for VZV: Positive in blister fluid. 

Exp. #00764: The risk of Herpes Zoster increases as you get older, with about half 
the cases occurring in people over the age of 50.
Exp. #09581: People who have had chickenpox are more likely to develop Herpes 
Zoster with a weakened immune system.

Thought: (1) The patient presents with symptoms such as blisters, pain, and 
vesicular rash. (2) Laboratory findings confirm the presence of VZV antibodies 
and the presence of VZV DNA in blister fluid, indicating Herpes Zoster. (3) 
Retrieved similar cases were diagnosed as Herpes Zoster. (4) Retrieved experience 
suggests it is likely to be Herpes Zoster considering the patient's age and medical 
history, and laboratory findings.
Disease: Herpes Zoster.

Figure 4. An example illustrating how a doctor agent diagnoses a patient agent. Patient agents,
diseases, symptoms, and medical examination results are generated by the simulacrum automatically.
Doctor agents diagnose patent agents based on the medical data and update their medical case base or
experience base.
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the basic information of the patient agent such as name, gender, and age. Learning from the medical
knowledge base that people over the age 50 are more likely to contract Herpes Zoster, the large language
model could set the age of the patient agent to 55. The model also generates the medical history by
adhering to the fact that people who have had chickenpox are more likely to develop Herpes Zoster. Given
the disease, basic information, and medical history, the model generates a list of symptoms for the patient
agent. Finally, medical examination reports are automatically generated based on medical knowledge on
Herpes Zoster. MedAgent-Zero further uses a quality control agent to ensure that the medical data of a
generated patient agent adheres to medical knowledge base.

Patient agent generation is the cornerstone of doctor agent evolution because it can in principle provide
an unlimited number of patients for training doctor agents. More importantly, we can easily control the
distribution of patient agents in terms of gender, age, country, and disease, making it possible to simulate
any patient cohort of interest.

Doctor Agent Evolution
Given a patient agent, a doctor agent needs to make correct decisions on medical examination, diagnosis,
and prescription of medications. Note that only the basic information, medical history, and symptoms of
the patient agent are visible to the doctor agent. As our work uses proprietary LLMs as the base model of
doctor agents, which are frozen during training and inference, we add two important modules to support
agent evolution: medical case base and experience base.

As shown in Figure 4, after Kenneth Morgan describes his symptoms and submits his medical
examination reports, Robert Thompson first retrieves similar cases from the medical case base. For
example, the most similar one is case #05872, in which a patient agent named Jason Huddleston with
similar medical history, symptoms, and examination reports was correctly diagnosed as Herpes Zoster.
This case can serve as an important reference for Robert Thompson to diagnose the current patient agent.
Then, Robert Thompson retrieves rules applicable to the current case from the experience base. For
example, the most relevant rule indicates that people over the age of 50 are likely to contract Herpes Zoster.
Given the gender, age, medical history, symptoms, medical examination reports, and information retrieved
from the medical case base and experience base, Kenneth Morgan is diagnosed with Herpes Zoster and
Robert Thompson explains why he makes the decision.

Medical case base and experience base grow with the increase of patient agents being treated. If a
doctor agent has successfully treated a patient agent, the case will be added to the medical case base.
Otherwise, the doctor agent needs to compare its decisions with the ground-truth decisions and reflect
to come up with a rule to avoid making the same mistake again in a way similar to tuning-free rule
accumulation44. If the doctor agent can successfully treat the patient agent by using this rule, the rule will
be added to the experience base. Otherwise, the rule will be discarded.

Scaling Laws in Evolution
An important question we try to answer is whether doctor agents can keep improving their capabilities
with the increase of the number of patient agents being treated. We refer to this question as scaling laws49

in evolution. In the virtual world of Agent Hospital, we define three medical tasks to assess the capabilities
of doctor agents: medical examination selection, diagnosis, and treatment plan recommendation. In the
medical examination selection task, the doctor agent selects appropriate medical tests that the patient
agent needs to undergo given symptoms. In the diagnosis task, the doctor agent provides a diagnosis after
reviewing symptoms and examination results. In the treatment plan recommendation task, the doctor agent
decides on an appropriate treatment plan for the patient agent. There are 32 medical departments in Agent
Hospital , covering more than 300 diseases. For each clinical department, we construct a training set and a
test set for each task, which contain 20,000 and 200 patient agents respectively.
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Figure 5. Evaluations in the virtual and real worlds. a, Diagnostic accuracy improvements after doctor
evolution over six departments. b, Doctor agents can keep improving over time both in the virtual and real
worlds by treating patient agents without the need to label data manually. In the virtual-world evaluation,
we report the accuracy on diagnosing respiratory diseases for patient agents. In the real-world evaluation,
we report the accuracy on answering questions related to respiratory diseases in the MedQA dataset. c,
Our method outperforms existing methods on the MedQA dataset with GPT-4o as the base model.

As shown in Figure 5a, doctor agent evolution significantly improves diagnostic accuracy for six
departments. For example, in the cardiology department, the diagnostic accuracy of rheumatic heart
disease is only 9% in the beginning when only the base model GPT-3.5 is used. After doctor agent
evolution, the accuracy dramatically increases to 82%. Similar results have been observed for other
departments, suggesting our method MedAgent-Zero might be generalizable to all diseases.

What will happen if doctor agents treat more patient agents? The blue curve in Figure 5b shows the
diagnostic performance of the doctor agent in the respiratory department after treating 50,000 patient
agents. In the beginning, the diagnostic accuracy is around 66%. The accuracy increases dramatically
when the doctor agent is treating the first 10,000 patient agents as the medical case base and experience
base quickly grow. The improvement slows down but still increases steadily with more patient agents
coming. We observe similar curves for other departments. To save training costs, we use at most 20,000
patient agents for each department to train doctor agents in the following experiments.

Figure5 c shows the results for the entire MedQA dataset. All methods use GPT-4o as the base model.
We find that our method outperforms the state-of-the-art methods on medical agents such as MedAgents36,
CoT14, and Medprompt43. This finding is encouraging since we do not use the training data of MedQA.
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Alignment between Virtual and Real Worlds
Another important question is whether the expertise doctor agents acquired in the virtual world can be
applicable to the real world. We refer to this problem as the alignment between the virtual world and the
real world. This problem is very important because Agent Hospital is both a medical world simulator
and a time accelerator, which can enable doctor agents to quickly evolve in the virtual world and provide
high-quality medical services in the real world. If the medical skills learned from the virtual world can be
used to solve real-world medical problems, it is possible to create superhuman AI doctors just like what
AlphaGo Zero did in playing Go because the virtual world can be easily customized to accommodate
various real-world scenarios and generate an unlimited amount of medical data for training AI doctors.

Figure 5b reports preliminary positive results on the alignment problem. The red dots denote the
accuracies of doctor agents answering questions related to respiratory diseases in the MedQA dataset at
different sampled times. The red dotted curve is the trend curve, which suggests that the accuracy in the
real world generally increases with the increase of diagnostic accuracy in the virtual world.

Related Work
LLM-powered Medical Agents
As LLMs have demonstrated significant intelligence in reasoning and instruction-following, abundant
efforts have been made in training foundation models and vertical-domain models. Recent studies show
that LLM-powered agents are as strong as humans to some extent, as they can act in an environment, have
their own memory, and know how to make use of external tools50. These advancements have been further
extended to LLM-based multi-agent systems, which enhance reasoning and planning by simulating human
activities and optimizing the collective power of multiple agents51.

In the medical domain, various research efforts in recent years have focused on building foundational
medical models such as Google’s MedPalm series11, 52. Since 2023, there has also been a growing interest
in developing medical agents. For instance, the MedAgents framework employs a multidisciplinary
collaborative approach to enhance the performance of LLMs in zero-shot medical reasoning36, which
highlights the versatility and utility of LLM agents in handling specialized terminology and complex
reasoning in medical applications53. Recent studies are also exploring ways to enable medical agents to
accomplish more complex tasks through collaboration38, 39. However, existing work lacks the integration
of personalized memory for agents, limiting their capabilities to simple role-playing techniques to activate
LLM functionalities. Consequently, these agents struggle to accumulate unique experience and evolve
continuously during interactions, unlike human doctors. Compared with these studies, our study provides
a new paradigm to train powerful medical agents.

Self-Improving LLM-powered Agents
LLMs have achieved multiple breakthroughs through methodologies such as pre-training54, fine-tuning55,
and other forms of human-supervised training56. However, current LLMs and agents may encounter
limitations in performance as task complexity and diversity escalate. Existing training paradigms, which
require the use of extensive data corpora or heavy human supervision, are deemed costly. Therefore, the
development of self-evolutionary approaches has gained momentum. These approaches enable LLM-
powered agents to autonomously acquire, refine, and learn through self-evolving strategies.

LLM-powered agents can engage in a reflection process during solution generation to facilitate self-
improving. LSX57 introduces two interconnected modules working in tandem to evolve: a learner module
that executes a foundational task and a critic module that evaluates the quality of explanations provided
by the learner. Furthermore, SelfEvolve58 and LDB59 enhance an agent’s capability in code generation
by enabling it to reflect on and learn from feedback generated during operation. Through such reflective
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processes, agents can self-evolve, refine their methodologies, and thus achieve improved performance.
However, current studies on agent evolution predominantly concentrate on isolated tasks, with insufficient
integration into environments, which are vital for humans to evolve their capabilities. Some embodied
AI studies propose to enable LLM-powered agents to evolve in the real world60, but SEAL proposes to
construct a virtual environment to accelerate the evolution of medical agents.

Simulacrum Construction for LLM-powered Agents
Recent research initiatives have leveraged LLMs to replicate real-world dynamics. In multiple fields such
as epidemiology, sociology, and economics, researchers are utilizing LLM-powered agents to simulate
human decision-making, leading to many exciting emergence phenomena in various domains61.

Smallville5 is one of the earliest works to explore the use of agents in social simulation. It creates a
virtual town to simulate human daily life and observed that the agents exhibited behaviors resembling those
of humans. Li et al.62 construct a macroeconomic system to simulate individual work and consumption
behaviors, which is more powerful than previous simulation strategies in showing economic phenomena.
However, existing studies primarily focus on simulating open societies to verify or explore new social
behavior theories63, 64, or on replicating specific workflows within predefined scenarios to enhance agent
performance65, 66. In contrast, our study proposes a novel approach: constructing a simulacrum of a
closed-cycle scenario and enabling agents to evolve through interactions within the virtual environment.

Discussion
We have presented a simulacrum of hospital called Agent Hospital for generating AI patients and training
AI doctors, both of which might have profound impacts on medical AI. On the one hand, AI patients can
be applied to a variety of scenarios such as modeling disease onset and progression, simulating patient
cohorts for specific diseases and regions, training medical students and junior doctors, representing human
patients to consult multiple doctors concurrently, and preserving privacy for human patients. On the
other hand, AI doctors have the potential to revolutionize the healthcare industry since they can learn
how to treat diseases quickly by utilizing vast amounts of data beyond human doctors can perceive and
handle, help to reduce workload and improve efficiency for human doctors, and create a more equitable
and effective healthcare system.

Different from large language models that are trained on manually labeled data without any environ-
ment, the SEAL paradigm we propose combines the merits of AlphaGo Zero45 and Smallville5: building
a simulacrum of the real-world scenario of interest and enabling autonomous agents to evolve in the
simulacrum without using manually labeled data. An important characteristic of SEAL is to use large
language models coupled with domain knowledge bases to generate training data. We believe that this
paradigm can be adopted in many other applications that involve multiple agents such as virtual court67.
In the future, we will further improve our method to overcome the following limitations: the base model
is frozen and non-evolvable, AI doctors can only recommend high-level treatment plans, and lack of
consultation of doctors from different departments.

Despite the benefits resulted from Agent Hospital, we must carefully deal with ethical considerations
and societal impact. AI doctors are prone to inherit and amply biases present in the training data, leading
to discriminatory outcomes. To address this problem, we will develop debiasing techniques to control the
distribution of generated AI patients to ensure fairness and equity in AI-driven healthcare. Furthermore,
AI doctors are required to provide detailed chains of thoughts to ensure transparency and accountability,
build trust, and mitigate potential harms to human patients. The development and application of Agent
Hospital will strictly comply with current laws, regulations, and ethical constraints. Our long-standing
goal is to use AI technology to provide cheap, accessible, and high-quality medical services to the public.
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Appendix

A. Details of Medical Datasets and Knowledge Bases
A.1 Categorization of Medical Departments
In Agent Hospital, we aim to cover all hospital departments’ capabilities by training corresponding doctor
agents, as various human doctors in a real hospital. First, we need to determine the department categories.
Due to differences in department setups across various hospitals, it is challenging to find a standardized
approach. Therefore, we adopted an LLM-powered selection method by using GPT-4 to classify all test
questions in the MedQA dataset by departments, which is a prompt-driven approach to generate a full list
of departments that can broadly cover all capabilities that are necessary for physicians.

Then, we get 32 medical departments, which can be classified into two types: clinical departments
and non-clinical departments. The reason we distinguish between these two types of departments is that
doctors in clinical departments will interact with patients directly, but non-clinical departments will not.
Finally, there are a total of 21 clinical medical departments for patient treatment, such as the respiratory
department, emergency department, and so on. The complete list of clinical medical departments is shown
in Table 1. Besides, there are also 11 non-clinical medical departments, which focus on the foundational
aspects of medicine rather than direct patient care/treatment. The full list of these non-clinical departments
is summarized in Table 2.

Table 1. 21 clinical medical departments in Agent Hospital.

Cardiology
Department

Dentistry
Department

Dermatology
Department

Emergency
Department

Endocrinology
Department

Gastroenterology
Department

General Surgery
Department

Hematology
Department

Immunology
Department

Infectious
Department

Nephology
Department

Neurology
Department

Obstetrics and
Gynecology
Department

Oncology
Department

Ophthalmology
Department

Orthopedics
Department

Otolaryngology
Department

Pediatrics
Department

Psychiatry
Department

Respiratory
Department

Urology
Department

Table 2. 11 non-clinical medical departments in Agent Hospital.

Anatomy Anesthesiology Biochemistry Genetics Internal
Medicine Microbiology Pathology

Pharmacology Physiology Preventive
Medicine Radiology

Note that as non-clinical departments do not interact with AI patients, the only way to enhance capa-
bilities is through learning without practice for the non-clinical departments, leading to slight differences
in doctor agent training.

A.2 Disease Knowledge Collection for Clinical Departments
Disease knowledge is necessary for the generation of accurate, diverse medical records in various clinical
departments, which is vital for the construction of patient agents. We chose to use disease information
from the authoritative Baidu Health Encyclopedia1 for generating medical records. On this website, we

1https://jiankang.baidu.com/widescreen/entitylist
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can easily obtain comprehensive information about each disease, including causes, symptoms, and possible
treatment options. This allows us to quickly organize knowledge about various diseases for simulation.
In Figure 6, we present some disease information related to COVID-19, note that to avoid redundant
information, we only used relevant information such as symptoms, clinical manifestations in medical
examinations, and treatment plans, but not all disease knowledge.

COVID-19

Symptoms: dry throat, sore throat, fever, smell taste loss, runny nose, the central nervous system
involvement, difficulty in breathing, hypoxemia, acute respiratory distress syndrome, sepsis shock,
refractory metabolic acidosis, coagulopathy, and multiple organ failure.

Examination Results:

• Blood Test: In the early stage of the disease, the total number of peripheral blood white blood
cells was normal or decreased, and the lymphocyte count was decreased. Some patients may
have increased liver enzymes, lactate dehydrogenase, muscle enzymes, myoglobin, troponin,
and ferritin. In most patients, C-reactive protein (CRP) and erythrocyte sedimentation rate were
increased, and procalcitonin was normal. In severe and critical patients, D-dimer was increased,
peripheral blood lymphocytes were progressively decreased, and inflammatory factors were
increased.

• Chest X-ray Exam: Chest imaging examination showed multiple small patchy shadows and
interstitial changes in the early stage, which were obvious in the outer lung zone. Then, it
develops into multiple ground-glass opacities and infiltrations in both lungs. In severe cases,
lung consolidation may occur, and pleural effusion is rare. In MIS-C, enlarged heart shadow and
pulmonary edema are seen in patients with cardiac dysfunction.

Treatment Plan:

• Mild: Rest in bed, strengthen supportive treatment, ensure adequate energy and protein intake,
supplement vitamins, trace elements, and other nutrients; Timely administration of ritonavir
tablets or ambavir and romisivir injection.

• Moderate: Timely physical cooling, drug antipyretic, prone position treatment, timely delivery
of azvudine, monolavir capsule drug treatment.

• Severe: Treatment was given in the standard prone position for no less than 12 hours per
day. Respiratory support, circulatory support, and timely administration of intravenous human
immunoglobulin for COVID-19.

Figure 6. Part of preprocessed medical knowledge about the COVID-19.

Based on our pilot experiments, hundreds of generated patients for each disease are required for the
training of doctor agents. However, generating a large number of virtual patients covering all the diseases
mentioned above requires a significant amount of time and resources. Besides, from a medical standpoint,
the diagnosis and knowledge acquisition of common diseases are more important. Thus, we referred to a
list of common diseases from websites such as DXY 2, which is an authoritative online medical website in

2https://dxy.com/diseases/6948
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China. This allows us to identify the most typical diseases for each clinical department for data generation
and subsequent computational processes. Based on the common disease list here, we supplement the
departments with fewer diseases using the common disease information provided by GPT-4. Finally, there
are 339 diseases across the 21 clinical departments adopted in Agent Hospital.

B. Implementation Details
The generation of synthetic medical cases and patient agents plays a critical role in our work. Here, we
provide a detailed introduction focusing on the self-evolution details of doctor agents, which includes
three main aspects: doctor agent response generation, medical case base construction (i.e., learning from
success), and experience base accumulation (i.e., learning from failures).

B.1 Doctor Agent Response Generation
As LLMs inherently possess strong language capabilities, we focus on enhancing the critical medical
decision-making abilities of doctor agents such as determining examination options and providing diag-
noses. For any of the above tasks, we design a basic question prompt structure to guide the doctor agents’
judgments, which includes: 1) Instruction: Clearly define the current doctor agent’s identity and role. 2)
Patient Information: This varies depending on the specific task. For example, examination results are not
provided when selecting examination items, but they are included when making a diagnosis. 3) Candidate
Choices: Since primary examinations and diseases for each department can be enumerated, we construct a
candidate list. If none of the candidates is suitable, doctor agents leverage their generative capabilities
to propose new options. 4) Personal Experience: Each doctor agent has its own medical case base and
experience base, which are utilized during reasoning through Retrieval-Augmented Generation (RAG).
Based on such a structured prompt input, our medical agent can make medical decisions with detailed
reasoning steps.

An RAG module is adopted to select the most helpful information from medical case base and
experience base for the current question. To be more specific, during the storage process of medical
cases or experience, the corresponding question is also saved for the calculation of relevance with the
current question. When using RAG, the current question is vectorized using the same encoder as previous
questions. We use cosine similarity as a metric to find the top-n related cases and top-k related principles,
which are then used in the inference prompt. We choose the text-embedding-ada-0023 model provided
by OpenAI as the text encoder, which allows each stored question to be represented as a vector, creating
vector databases of medical case base and experience base for RAG, respectively.

B.2 Medical Case Base Accumulation
It is beneficial for human doctors to use similar medical cases to help deal with a new case. As a result,
we construct a medical case base for each doctor agent to store the successful decisions in a similar way.
The medical case base is structured in the format of question-answer pairs, where the question details the
medical condition requiring decision-making, and the answer contains the validated response.

A medical case base can be built in two ways: 1) Patient-Doctor Agent Interaction. For each
generated answer from the doctor agent, the question-answer pair will be added to the medical case base if
its answer is correct. As there are various medical tasks, we prefer that each task should have its private
medical case base to avoid irrelevant case utilization. The question part of each task is distinct. For
example, we record symptoms for the examination task and symptoms as well as examination results
for the diagnosis task, respectively. 2) Medical Knowledge Learning. Apart from improving their
skills through clinical practice, doctor agents also proactively accumulate knowledge by reading medical

3https://platform.openai.com/docs/guides/embeddings/embedding-models
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documents outside of work hours. To avoid parametric knowledge learning for agents, we propose to
reorganize the medical documents into multi-choice questions with the help of LLMs so that they will
follow the same format as patient questions to be added to the medical case base.

B.3 Experience Base Reflection, Validation and Refinement
To enable doctor agents to learn from failures, we propose methods for experience reflection, validation,
and refinement.

The three key components are: 1) Experience Reflection. Reflection is vital for doctor agents to come
up with experience to avoid making the same mistake again. If the answer is wrong, the doctor agent
will compare the wrong answer with the ground-truth answer and come up with a principle. Note that
as such principles are in natural language, it is easy to understand, modify, and integrate with human
doctors’ experience. 2) Experience Validation. Each principle stored in the experience base will be tested
against Q&A pairs drawn from exemplar cases from medical documents. When a principle is applied
to new queries, the diagnostic outcomes are evaluated. If the diagnosis aligns with the expected results,
the principle is validated and will be included in the refined experience base. However, if the principle
leads to an incorrect diagnosis, it will be discarded. This allows the medical professional agent to apply
accumulated knowledge across diverse cases, identifying inconsistencies or areas of improvement in its
diagnostic reasoning. 3) Experience Refinement. As there are different formats of experience that result
in retrieval bias, we reformat all principles in experience base with manually selected examples. Note
these reformatted principles are also refined by the process above. To eliminate the influence of noise
and maximize the utilization of the experience base, we incorporate additional judgment when utilizing
experience. This judgment involves evaluating whether the top-K experience retrieved based on semantic
similarity is helpful for the treatment process.

C. Supplementary Experiments and Analyses
C.1 Evolution Performances in the Rest Clinical Departments
We first show the diagnosis accuracy on the rest of the clinical departments in Figure 7. The diagnosis
accuracy improvements across multiple medical departments before and after the integration of the evolved
doctor agent based on the proposed MedAgent-Zero.

The figure illustrates consistent accuracy increments for the top five diseases with the highest perfor-
mance gains across a wide range of conditions, spanning departments such as General Surgery, Infectious
Diseases, Hematology, Immunology, Neurology, and Oncology. Each subfigure highlights a notable
increase in diagnostic precision, with significant improvements observed in conditions such as Mammary
Hyperplasia (General Surgery), Lupus Nephritis (Immunology), Acute Kidney Injury (Nephrology),
Cervical Cancer (Obstetrics and Gynecology), and Influenza B (Respiratory). These consistent advance-
ments across diverse domains underscore MedAgent-Zero’s capability to enhance diagnostic accuracy,
particularly for complex or nuanced conditions, highlighting its potential to support and augment medical
decision-making.

C.2 Analysis of Experience Accumulation
As introduced in the Method section of the main text, doctor agents will reflect experience from error
answers and valid it by themselves. Here we show how the experience accumulated with the increase of
interacted patient agents in Figure 8.

As can be seen in the figure, it depicts the accumulation of validated experiences and error responses
in the respiratory department during treating 50,000 patient agents, where both the examination and
diagnosis tasks are reported. As the number of training samples increases, both validated experiences and
error responses gradually rise. As experiences are reflected when doctor agents generate wrong answers
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Figure 7. Diagnostic accuracy improvements after doctor evolution on rest clinical departments.

and have to pass the validation, the curve of experiences is always below the error curve. Furthermore,
experience accumulation is more efficient in the examination task, evidenced by the consistently higher
quantity of validated experiences and the lower number of error responses compared to the diagnosis
task. This difference may be due to the greater complexity involved in reflecting experiences from the
diagnosis task compared to the examination task. Besides, experimental results in other department also
show similar trends. Finally, note that the accumulation becomes slower with the increase in patients,
indicating that reflecting on new and valid experiences is more difficult than in the beginning. This result is
similar to human learning, the more the harder. A slight trend change can be seen around 30,000 patients,
after checking the data it may caused by the API update from OpenAI.
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given task. A validated experience represents it is reflected and validated. Note that not all errors lead to
the reflection of valuable experiences.

C.3 Trends in Precision with Increasing Number of AI patients
To further validate the changes brought about by increasing the number of AI patients during the training
process, we show two other departments, the Cardiology Department and the Nephrology Department,
rather than the respiratory Department to analyze the details of the experience accumulation process. We
will focus not only on the cumulative accuracy for both the examination and diagnosis tasks but also on
the accuracy at each segment (per 1,000 AI patients). In terms of data scale, each department utilized up
to 20,000 AI patients.
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Figure 9. The cumulative and segment accuracy of examination and diagnosis tasks in the Cardiology
and Nephrology departments in relation to the increasing number of treated patients. Cumulative accuracy
refers to the success rate across all patients treated, whereas segment accuracy represents the success rate
calculated for the most recent cohort of 1,000 patients. The dotted lines indicate the fitted curve of
segment accuracy, and the shaded areas represent its confidence interval.

Figure 9 illustrates the evolution process of doctor agents in the two departments, which demonstrates
that as the number of treated patients increases, the accuracy of both examination and diagnosis tasks
improves progressively in both departments, validating that the proposed framework successfully develops
evolvable doctor agents in a virtual world with good generalization ability. Furthermore, the cumulative
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and segment accuracies for both tasks in both departments achieve scores exceeding 90%, representing an
improvement of nearly 25% compared to the initial state. Notably, these curves show a rapid increase
during the treatment of the first 2,000 patients, with the segment accuracy curves maintaining an upward
trend throughout the entire process. However, treating more patients is not always better, as we find that
there is a marked drop between 12,000 cases and 14,000 cases in the Cardiology department. The reason
may be that some unhelpful experience is concluded. However, with more and more experience of high
quality, the overall trend is getting better and better. As the precision trends of other departments are
similar, so we do not show all the figures here.

C.4 Performance of Evolved Agents Across Clinical Departments with AI Patients
To verify whether the proposed MedAgent-Zero method can achieve consistent improvements across AI
patients in different clinical departments, we constructed 20,000 virtual patients for each of the 21 clinical
departments mentioned in Section A.1. We then compared the accuracy of the agents before and after
evolution. Note that the accuracy here was tested on a separate set of 200 AI patients per department,
without overlap with the training data.

Table 3. The results of examination and diagnosis tasks across all clinical departments before and after
doctor agent self-evolution. Original and Evolved refer to the initial and the evolved agents, respectively.

Department Accuracy in Examination Accuracy in Diagnosis
Original Evolved Original Evolved

Cardiology 52.50% 96.00% 68.00% 93.50%
Dentistry 49.00% 99.00% 89.50% 98.00%
Dermatology 55.50% 94.50% 77.00% 93.00%
Emergency 60.50% 99.00% 71.50% 94.00%
Endocrinology 85.50% 99.00% 69.00% 93.00%
Gastroenterology 39.00% 98.00% 69.00% 98.50%
General Surgery 84.50% 100.00% 87.00% 97.00%
Hematology 88.50% 99.50% 92.00% 100.00%
Immunology 71.50% 100.00% 67.50% 87.50%
Infectious 71.00% 99.50% 76.00% 96.50%
Nephrology 62.50% 97.50% 76.50% 96.50%
Neurology 84.50% 99.00% 74.50% 88.00%
Obstetrics and Gynecology 88.50% 100.00% 78.50% 95.00%
Oncology 88.00% 100.00% 81.50% 91.50%
Ophthalmology 44.00% 97.50% 73.50% 97.00%
Orthopedics 81.50% 99.00% 84.00% 99.00%
Otolaryngology 60.50% 100.00% 90.00% 99.50%
Pediatrics 78.50% 100.00% 85.50% 99.00%
Psychiatry 23.50% 99.50% 78.00% 97.50%
Respiratory 61.00% 97.00% 63.50% 92.00%
Urology 59.00% 100.00% 64.50% 95.50%
Overall 66.14% 98.76% 76.98% 95.31%

Table 3 presents the performance changes of doctor agents across all clinical departments before
and after evolving in treating 20,000 patients. First, significant improvements are observed across all
clinical departments, with maximum improvements of 76% on the examination task and 31% on the
diagnosis task. Second, the overall accuracy increases by 32.62% for the examination task and 18.33%
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for the diagnosis task, demonstrating that the proposed framework is effective and generalizable across
all clinical departments in medical scenarios. Third, the smaller improvement observed for the diagnosis
task compared to the examination task highlights the greater complexity and difficulty of diagnosis tasks,
consistent with real-world clinical challenges. The averaged performance of evolved agents is all higher
than 95%, showing the effectiveness of our proposed model.

C.5 Main Experimental Results on the MedQA Dataset
In Table 4, we summarize the performance of different methods with distinct foundation models. First,
MedAgent-Zero outperforms state-of-the-art methods on all base models, though there are no labeled data
used in MedAgent-Zero. Second, MedAgent-Zero with a basic foundation model can outperform a better
foundation model, since the accuracy of MedAgent-Zero on GPT-4 outperforms the Direct method on
GPT-4o by 1.49%. Third, the accuracy can be improved further when real-world data is added to our
framework, as the accuracies of MedAgent-Zero (Hybrid) are higher than MedAgent-Zero in most settings.

Table 4. Experimental results of different methods with distinct foundation models on the MedQA
dataset. MedAgent-Zero (Hybrid) means MedQA’s training data is also added to the medical case base.

Methods GPT-3.5 GPT-4 GPT-4o o1-preview
Direct 58.29 78.16 88.22 95.05
CoT 64.02 83.11 90.42 -
MedAgents 66.30 84.45 89.24 -
Medprompt* 71.09 88.30 91.12 94.50
Medprompt 73.76 89.47 91.52 95.36
MedAgent-Zero 74.31 89.71 92.22 96.15
MedAgent-Zero (Hybrid) 76.83 91.20 92.77 96.15

Some further department-level comparisons are shown in Figure 10. MedAgent-Zero consistently
outperforms the other two methods, and Medprompt outperforms the CoT model in most departments.

C.6 Hyperparameter Analysis on the MedQA Dataset
To evaluate the influence of top-k experiences and top-k medical cases during the inference phase in
MedQA Dataset, we conduct experiments using various combinations of these two hyperparameters. After
conducting pilot experiments, the top-4 experiences were fixed when adjusting the top-k medical cases
from the medical case base, and the top-3 medical cases were fixed when adjusting the top-k experiences
from the experience base. The results are presented in Figure 11.

Experimental results reveal that when the top-4 experiences are fixed, the best performance is achieved
at top-3 medical cases during inference. Increasing the number of medical cases beyond this point
degrades performance, likely due to the inclusion of irrelevant information that disrupts the doctor agent’s
reasoning process. Conversely, using fewer medical cases also reduces performance, possibly due to
insufficient information for accurate decision-making. Similarly, when the top-3 medical cases are fixed,
deviations from the optimal top-4 experiences—either increasing or decreasing the number—lead to worse
performance. While a slight improvement is observed as the number of experiences increases from 6 to 8,
the performance gap between top-8 experiences and the optimal top-4 experiences remains significant.

C.7 Ablation Study of MedAgent-Zero on the MedQA Dataset
To further validate the effectiveness of the proposed medical case base and experience base, we conduct
an ablation study of MedAgent-Zero on the MedQA Dataset, which is shown in Figure 12 to represent the
accuracy on the MedQA dataset. First, MedAgent-Zero, which utilizes both the medical case base and
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Figure 10. Comparison of CoT, Medprompt, and MedAgent-Zero across 8 clinical and non-clinical
departments on the MedQA dataset. The reported values indicate the accuracy in the department.
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Figure 11. Hyperparameter analysis of top-k experiences and medical cases. During the adjustment of
top-k experiences from the experience base, the top-3 medical cases from the medical case base are fixed.
Similarly, when adjusting the top-k medical cases from the medical case base, the top-4 experiences from
the experience base are kept constant. The reported values represent model accuracy on the whole
MedQA dataset.
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Figure 12. Ablation studies of MedAgent-Zero on the MedQA dataset. MedAgent-Zero (Hybrid) refers
to incorporating the real-world Q&A pairs into the respective medical case base of the doctor agents.

experience base, achieves superior performance compared to using either records or experience alone,
showing that both the experience base and medical case base are helpful. The results demonstrate the
synergistic effect of the two components and indicate the experience base may be more helpful. Second,
the inclusion of real-world data into MedAgent-Zero further enhances performance, underscoring the
benefit of combining virtual and real-world data for improved effectiveness in real-world tasks.

D. Case Studies
To further demonstrate the effectiveness of the MedAgent-Zero framework, case studies are conducted on
two distinct questions from the MedQA dataset (IDs 73 and 340). The details of the medical questions can
be found in Figure 13, and all models in this section are driven by GPT-4o.

Analysis of Question 73
We show the correct reasoning of MedAgent-Zero in Figure 14, and MedAgents and MedPrompt provide
incorrect answers in Figures 15 and 16. Although both baselines correctly identify the disease as
hyperthyroidism, they fail when recommending therapeutic plans, which requires consideration of factors
such as the effectiveness of medications, the urgency of symptoms, and the patient’s age and gender.

MedAgents recommends Propranolol, which alleviates the patient’s symptoms. However, since
Propranolol does not address the root cause of hyperthyroidism, this recommendation is deemed incorrect.
MedPrompt, on the other hand, identifies that Propranolol is insufficient for treating the underlying
disease and instead recommends Radioiodine therapy, a treatment that effectively reduces thyroid hormone
production by targeting overactive thyroid tissue. Nevertheless, considering the patient’s age and gender,
Radioiodine therapy is not the optimal therapeutic choice for this particular case.

In contrast, as shown in Figure 14, the doctor agent within the MedAgent-Zero framework correctly
recommends Methimazole. This is the most appropriate treatment as it targets the root cause of hyper-
thyroidism while minimizing side effects for the patient. The recalled experience and medical cases play
a crucial role in enabling the doctor agent to accurately diagnose the patient’s condition. Specifically,
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MedQA Question ID: 73
Question: A 29-year-old woman presents to the clinic after several months of weight loss. She noticed a 6.8 kg 
(15 lb) unintentional weight loss over the preceding several months. She has not changed her diet or exercise 
habits. She also reports feuding with her boyfriend over the temperature of their shared apartment, as she 
always feels warmer than he does. The vital signs include: heart rate 110/min and blood pressure 146/78 mm Hg. 
The physical exam is notable for warm and slightly moist skin. She also exhibits a fine tremor in her hands when 
her arms are outstretched. The urine pregnancy test is negative. Which of the following is the best single 
treatment option for this patient?
Choices: A. Glucocorticoids     B. Methimazole     C. Propranolol     D. Radioiodine therapy

MedQA Question ID: 340
Question: A 67-year-old man is brought to the physician because of increasing forgetfulness, unsteadiness, and 
falls over the past year. He reports that these symptoms seem to worsen with each fall. Initially, he could not 
remember directions to his home but now cannot remember recent conversations or appointments he has made. 
He often repeats questions that he asked shortly before. He has long-standing hypertension, coronary artery 
disease, and hypercholesterolemia. Current medications include aspirin, carvedilol, enalapril, and atorvastatin. 
Examination shows a bruise over the left temple and an unsteady gait. On mental status examination, he is 
oriented to place and person only. Short-term memory is impaired; he can recall 0 out of 5 objects after 10 
minutes. Long-term memory is intact. He has no delusions or hallucinations. Muscle strength is decreased in the 
left lower extremity. The Babinski sign is present on the left. A CT scan of the head is shown. Which of the 
following is the most appropriate next step in management?
Choices: A. Warfarin therapy     B. Vitamin E therapy     C. Tetrabenazine therapy     D. Cognitive training

Figure 13. The content of the two MedQA questions, and the bolder choice is the correct answer.

the recalled experiences support the doctor agent in identifying the patient’s hyperthyroidism, while
the first recalled case provides critical insight into its primary cause, Graves’ disease. Additionally, the
second recalled case highlights the importance of considering the patient’s age, which proves essential in
excluding Radioiodine therapy as an unsuitable treatment option.

Analysis of Question 340
We show the correct reasoning of MedAgent-Zero in Figure 17. The outputs from the CoT model and
MedPrompt are also listed in Figures 18 and 19. Both CoT and MedPrompt incorrectly diagnose the
condition as subdural hematoma and recommend surgical intervention. Consequently, neither method
identifies the correct answer from the provided options, as no relevant choice aligns with this misdiagnosis.

In contrast, Our MedAgent-Zero framework accurately recognizes the patient’s condition as vascular
dementia rather than subdural hematoma, leading to the correct answer: cognitive training, which aids
in the patient’s recovery. This improved performance is attributed to MedAgent-Zero’s ability to enable
the doctor agent to reference similar patient cases and recall relevant experiences when addressing the
current question. As illustrated in Figure 17, the doctor agent retrieves experiences related to diagnosing
vascular dementia and medical cases associated with both vascular dementia and subdural hematoma. By
considering the patient’s age and symptoms alongside these retrieved experiences and medical cases, the
doctor agent effectively determines that the patient’s condition is vascular dementia. This case highlights
the advantage of leveraging prior experiences and case-based reasoning in MedAgent-Zero.

Notably, all the experiences and medical cases retrieved by the MedAgent-Zero originate from unlabeled
data, demonstrating MedAgent-Zero’s remarkable capability.
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Reasoning Details of MedAgent-Zero in Answering the Question 73.

Retrieved Experience: 
When diagnosing based on symptom correlation, it's crucial to align observed symptoms with specific disease 
characteristics. In this case, the symptoms reported (heat intolerance, palpitations, and weight loss) strongly 
suggest hyperthyroidism. Hyperthyroidism may present with symptoms even when thyroid function tests are 
normal, indicating subclinical conditions or early stages of the disease ...

Retrieved Medical Cases:
[CASE 1] Question: A 35-year-old woman presents to the clinic with complaints of nervousness, palpitations, 
heat intolerance, and weight loss over the past ... Which of the following is the most common cause of 
hyperthyroidism?   (A) Thyrotoxicosis factitia (B) Struma ovarii (C) Nonautoimmune autosomal dominant 
hyperthyroidism   (D) Graves disease
Answer: Graves' disease is the most common cause of hyperthyroidism. It is an autoimmune disorder 
characterized by the production of thyroid-stimulating immunoglobulins ... The answer is [D].
[CASE 2] Question: A 72-year-old woman presents to her primary care physician with complaints of increasing 
fatigue, cold intolerance, and mild confusion over the past few months. She also reports ... Which of the 
following is the most appropriate initial management for this patient?   (A) Initiate levothyroxine therapy at 100 
mcg daily   (B) Refer for immediate thyroid surgery   (C) Perform muscle biopsy to confirm diagnosis   (D) 
Prescribe non-steroidal anti-inflammatory drugs (NSAIDs) for pain relief
Answer: The most appropriate initial management for hypothyroidism is to start levothyroxine therapy. 
However, in elderly patients or those with heart disease, it is recommended to start at a low dose (eg, 25-50 
mcg daily) to avoid precipitating myocardial ischemia ... The answer is [A].
[CASE 3] ...

Responses Generated by MedAgent-Zero: 
The patient presents with symptoms suggestive of hyperthyroidism: unintentional weight loss, heat intolerance, 
tachycardia (heart rate 110/min), and a fine tremor ... Analyze Options: A. Glucocorticoids: Typically used for 
severe Graves' ophthalmopathy, not first-line for hyperthyroidism. B. Methimazole: An antithyroid medication 
that reduces thyroid hormone production, suitable for treating hyperthyroidism. C. Propranolol: ... Methimazole 
is the best single treatment option as it directly addresses the overproduction of thyroid hormones, which is the 
underlying issue in hyperthyroidism.

Conclusion: The answer is [B].

Figure 14. Reasoning details of MedAgent-Zero in answering question 73. The retrieved medical
experience and medical cases are both helpful. The green-highlighted text shows the usefulness of
experiences/reasoning that contribute to the final correct answer.
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Reasoning Details of MedAgents in Answering the Question 73.
MedAgents: The reports consistently diagnose the patient with hyperthyroidism, most likely caused by Graves' 
disease, based on her clinical presentation. The primary concern is the management of acute symptoms, 
particularly cardiovascular ones like tachycardia and hypertension. Propranolol is recommended across multiple 
domains as the best single treatment option for immediate symptom control due to its ability to mitigate the 
effects of excess thyroid hormone on the sympathetic nervous system. While Methimazole is crucial for 
addressing the underlying cause of hyperthyroidism, it does not provide the rapid relief needed in this scenario. 
Other treatments like glucocorticoids and radioiodine therapy are not appropriate for immediate symptom 
management. Therefore, initiating treatment with propranolol is the most effective approach for this patient.
Conclusion:  The answer is [C].

Figure 15. Reasoning details of MedAgents in answering question 73. The red-highlighted text reveals
an error where the framework correctly identifies the disease as hyperthyroidism but fails to recommend
the appropriate therapeutic plan. While propranolol (Option C) effectively manages acute symptoms like
tachycardia and hypertension, the correct answer, methimazole (Option B), addresses the underlying
cause of hyperthyroidism. The framework overlooks key considerations such as the long-term
effectiveness of medications, the urgency of symptom control, and the patient’s age. This example
highlights the need for improved reasoning in balancing immediate symptom relief with definitive
treatment to ensure clinically appropriate recommendations.

Reasoning Details of MedPrompt in Answering the Question 73. 
MedPrompt: The patient's symptoms of weight loss, heat intolerance, tachycardia, warm and moist skin, and 
tremor are indicative of hyperthyroidism. The best single treatment option for long-term management of 
hyperthyroidism, particularly in cases like Graves' disease, is radioiodine therapy. This treatment effectively 
reduces thyroid hormone production by destroying overactive thyroid tissue. Glucocorticoids are not a standard 
treatment for hyperthyroidism and are typically used in specific situations, such as severe Graves' 
ophthalmopathy. Methimazole is an antithyroid medication that can be used to manage hyperthyroidism, but it 
is typically not a single long-term solution as it requires ongoing treatment and monitoring. Propranolol is a 
beta-blocker that helps control symptoms but does not address the underlying cause of hyperthyroidism.
Conclusion:  The answer is [D].

Figure 16. Reasoning details of MedPrompt in answering question 73. The red-highlighted text reveals
an error where the framework correctly identifies the disease as hyperthyroidism but fails to recommend
an appropriate therapeutic plan. While radioiodine therapy is effective for long-term management, it is not
the best single treatment option in this scenario given the patient’s acute symptoms, such as tachycardia
and tremor. Methimazole (Option B), an antithyroid medication, is the most suitable choice for addressing
the underlying cause while providing comprehensive management. The framework overlooks critical
factors, including the urgency of symptom control, the patient’s age, and the appropriateness of treatments
within the context of acute versus long-term management. This example highlights the need for improved
reasoning in aligning therapeutic recommendations with clinical priorities.
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Reasoning Details of MedAgent-Zero in Answering the Question 340.

Retrieved Experience: 
To improve future responses, it’s crucial to consider the overall clinical picture and the most common conditions 
associated with the presenting symptoms. In this case, symptoms such as cognitive decline, motor impairment, 
and gait disturbances should strongly suggest consideration of Vascular Dementia, especially when initial 
neurological exams are normal ...

Retrieved Medical Cases:
[CASE 1] Question: A 75-year-old man presents to the emergency department with a 2-week history of 
progressively worsening headaches, confusion, and occasional falls. He denies ... What is the most likely 
diagnosis based on the patient's presentation and medical history?   (A) Meningioma 
(B) Subarachnoid hemorrhage   (C) Acute subdural hematoma   (D) Chronic subdural hematoma
Answer: The chronic nature of the symptoms (over two weeks) and the patient's age make a chronic subdural 
hematoma more likely than an acute subdural hematoma ... The answer is [D].
[CASE 2] Question: A 65-year-old man presents to his primary care physician complaining of unsteady gait and 
frequent falls over the past few months. He reports ... Which of the following conditions is most likely 
contributing to his gait disorder?   (A) Binswanger's disease   (B) Parkinson's disease   (C) Normal pressure 
hydrocephalus   (D) Subcortical arteriosclerotic encephalopathy
Answer: Diagnosis is supported by imaging studies that typically show enlarged cerebral ventricles without a 
corresponding increase in intracranial pressure. Subcortical arteriosclerotic encephalopathy (choice D), refers to 
a type of vascular dementia ... The answer is [D].
[CASE 3] ...

Responses Generated by MedAgent-Zero: 
To determine the most appropriate next step in management, let’s analyze the clinical presentation and 
consider the potential underlying condition. Analysis of Options: A. Warfarin therapy: Typically used for 
anticoagulation in conditions like atrial fibrillation or thromboembolic events... B. Vitamin E therapy: Sometimes 
used in ... D. Cognitive training: Could be beneficial in managing cognitive symptoms, especially in vascular 
dementia or mild cognitive impairment. 

Conclusion: The most appropriate next step in management is [D].

Figure 17. Reasoning details of MedAgent-Zero in answering question 340. The retrieved medical
experience and medical cases are both helpful. The green-highlighted text shows the usefulness of
experiences/reasoning that contribute to the final correct answer.

28/29



Reasoning Details of CoT Model in Answering the Question 340.

Chain of Thought (CoT): 
The patient presents with symptoms of increasing forgetfulness, unsteadiness, and falls, which have worsened 
over the past year. He has a history of hypertension, coronary artery disease, and hypercholesterolemia. The 
examination reveals an unsteady gait, impaired short-term memory, decreased muscle strength in the left lower 
extremity, and a positive Babinski sign ...
Warfarin therapy (Option A) is not appropriate as it could worsen bleeding. Vitamin E therapy (Option B) and 
cognitive training (Option D) do not address the acute issue. Tetrabenazine therapy (Option C) is used for 
movement disorders like Huntington’s disease and is not relevant here. Given the options, none directly address 
the acute management of a subdural hematoma. However, the question may be testing the recognition of the 
condition rather than the specific surgical intervention.

Answer: None of the options directly address the acute management of a subdural hematoma, but based on the 
context, the focus should be on recognizing the need for surgical evaluation. Since no surgical option is provided, 
the question may be testing recognition rather than specific management. Therefore, none of the options are 
appropriate for the immediate management of a subdural hematoma. However, if forced to choose, the least 
inappropriate option would be to avoid anticoagulation, so not selecting Warfarin therapy (Option A).

Figure 18. Reasoning details of the CoT model in answering question 340. The red-highlighted text
indicates a critical error in analysis, where the framework incorrectly identifies the condition as a subdural
hematoma. This misdiagnosis leads to a flawed interpretation of the question’s requirements and the
available options. Despite the incorrect diagnosis, the model appropriately identifies Warfarin therapy
(Option A) as the least inappropriate choice, based on the provided options and the need to avoid
anticoagulation. The example highlights a limitation in CoT reasoning when confronted with cases
requiring recognition of surgical intervention rather than direct management from the given options.

Reasoning Details of MedPrompt in Answering the Question 340.
MedPrompt: The patient's symptoms of increasing forgetfulness, unsteadiness, falls, and focal neurological 
signs (decreased muscle strength and Babinski sign on the left) suggest a possible subdural hematoma, 
especially given the bruise over the left temple and history of falls. The CT scan likely shows a subdural 
hematoma, which can cause these symptoms due to pressure on the brain.

In this context, the most appropriate next step in management would be surgical intervention, such as 
evacuation of the hematoma, rather than any of the options listed. However, since surgical intervention is not 
an option provided, none of the listed treatments (Warfarin therapy, Cognitive training, Tetrabenazine therapy, 
Vitamin E therapy) are appropriate for managing a subdural hematoma.

If the question is asking for a non-surgical management option, none of the provided choices are suitable for 
addressing the underlying issue of a subdural hematoma. The correct management would involve addressing 
the hematoma directly, typically through surgical means.

Figure 19. Reasoning details of MedPrompt in answering question 340. The red-highlighted text
illustrates a reasoning error where the framework incorrectly diagnoses the condition as a subdural
hematoma based on symptoms such as unsteadiness, memory loss, and a CT scan interpretation. This
misdiagnosis leads to the recommendation of surgical intervention, which is not among the provided
options. Consequently, the method fails to identify the correct answer, as none of the listed options
(Warfarin therapy, Cognitive training, Tetrabenazine therapy, or Vitamin E therapy) align with the
misinterpreted diagnosis. This example highlights a key limitation in MedPrompt’s reasoning when no
options correspond to the misdiagnosed condition.
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