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Abstract

Large-scale Language Models (LLMs) have revolutionized human-AI interaction
and achieved significant success in the generation of novel ideas. However, current
assessments of idea generation overlook crucial factors such as knowledge leakage
in LLMs, the absence of open-ended benchmarks with grounded truth, and the lim-
ited scope of feasibility analysis constrained by prompt design. These limitations
hinder the potential of uncovering groundbreaking research ideas. In this paper,
we present AI Idea Bench 2025, a framework designed to quantitatively evaluate
and compare the ideas generated by LLMs within the domain of AI research from
diverse perspectives. The framework comprises a comprehensive dataset of 3,495
AI papers and their associated inspired works, along with a robust evaluation
methodology. This evaluation system gauges idea quality in two dimensions: align-
ment with the ground-truth content of the original papers and judgment based on
general reference material. AI Idea Bench 2025’s benchmarking system stands to
be an invaluable resource for assessing and comparing idea-generation techniques,
thereby facilitating the automation of scientific discovery.

1 Introduction

Idea generation is a fundamental pillar of scientific inquiry, propelling technological advancements
and pioneering breakthroughs. Historically, this process has been largely driven by human effort,
requiring expert researchers to meticulously examine a vast array of literature, identify shortcomings
in current solutions, and propose novel avenues for investigation. However, the growing complexity
and sheer volume of scientific literature, combined with the swift pace of technological evolution,
have made this endeavor increasingly daunting for researchers. Recent progress in large language
models (LLMs) [1–4] has enabled these models to surpass human experts in various scientific
disciplines, including mathematics [5], theorem proving [6], and coding [7]. Building on this solid
scientific foundation, one might speculate that LLMs could play a pivotal role in facilitating more
abstract and creative research idea generation tasks.

The exceptional performance of LLMs in various practical applications has recently garnered substan-
tial attention in academia, particularly for their prospective role in scientific discovery and hypothesis
generation [8]. Numerous studies have investigated the potential of LLMs to generate hypotheses and
stimulate research ideas [9–13]. However, these methods encounter three major challenges in the cre-
ative generation and evaluation process: i) There is a risk of data leakage. Most existing approaches
depend on GPT-4o as the core model for creative generation, yet they often draw upon research

∗Equal Corresponding author.

Preprint.

ar
X

iv
:2

50
4.

14
19

1v
3 

 [
cs

.A
I]

  2
4 

M
ay

 2
02

5

https://ai-idea-bench.github.io/


Topic

extract

Inspiration Papers

Target Paper

retrieve

IdeasGenerator Final Idea

Topic

IdeasGenerator

retrieve

Judgement

Final IdeaInspiration Papers

(a)

(b)

Judgement

Figure 1: Comparison with current idea genearation pipline. (a) Current idea-generation methods
retrieve relevant literature based on topics and use it as a corpus for idea generation, which leads to a
lack of reference for idea evaluation. (b) Our The AI Idea Bench 2025 first identifies the target paper,
then determines the corpus for idea generation by extracting its content, and uses this as the ground
truth when evaluating ideas.

information that predates the latest GPT-4o training data. In scenarios where reference-free evaluation
is employed, this introduces the potential for data leakage. ii) The evaluation of creativity lacks
complete ground truth. Current ground-truth evaluation [14] efforts are confined to the generation
and assessment of titles and abstracts, omitting a thorough investigation of complete concepts—such
as motivations and experiment steps, yielding incomplete reference points for evaluations that depend
on large language models. iii) There is a deficiency in the quantitative assessment of the feasibility
of ideas, with results constrained by the limitations imposed by the design of the prompts in the judge
model.

To address these challenges, we present AI Idea Bench 2025, a dataset and a framework designed to
quantify and compare ideas generated by LLMs from multiple perspectives. Specifically, our dataset
includes 3,495 representative papers published in AI-related conferences after October 10, 2023
2, along with their corresponding inspiring papers. Additionally, we have developed an evaluation
framework to assess the quality of the generated research ideas, as illustrated in Fig. 1. The framework
is divided into two key components: The first component evaluates whether the ideas inspired by the
inspiration papers align with the content of the ground truth papers. The second component involves a
referenced evaluation of the idea-generation baseline. This includes comparing different baselines to
rank their relative strengths and weaknesses, assessing innovation by referencing topic-related papers,
and evaluating feasibility by consulting papers relevant to the experimental plans. The benchmarking
system proffered by AI Idea Bench 2025 is poised to become an invaluable resource for gauging and
comparing diverse idea generation methods, ultimately propelling the automation of the scientific
discovery process. Our contributions can be summarized as follows:

• We construct the AI Idea Bench 2025 dataset, comprising 3,495 influential target papers in
AI-related conferences along with their corresponding motivating papers, to systematically
evaluate the effectiveness of idea generation methods.

• We propose an evaluation framework that aligns generated research ideas with the content
of ground-truth papers, while simultaneously assessing their merits and drawbacks based on
other reference material.

• We conducted comprehensive experiments to showcase the effectiveness of various idea
generation methods in producing innovative research ideas in AI domain, leveraging our
dataset and evaluation framework.

2 Related Work

2.1 Idea generation datasets

In the past year, several studies on LLM-based scientific innovation [9, 10, 12, 15–21] have been
proposed, garnering significant attention from the LLM community.

2The GPT-4o, released on November 20, 2024 (gpt-4o-2024-11-20), has a knowledge cutoff of October 3,
2023.
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Existing research can be categorized into four groups based on dataset construction methodologies:
i) Studies leveraging publicly available paper databases: Wang et al. [18] established a literature
database comprising 48,895 papers from major conferences including ICLR, NeurIPS, and ACL,
while [19] utilized the AMiner computer science dataset spanning publications from 1948 to 2014.
ii) Domain-specific literature datasets: Wang et al. [10] developed training datasets using scientific
information extracted from ACL Anthology and PubMed papers, whereas [16, 20] integrated literature
through Semantic Scholar API to generate scientific hypotheses. iii) Custom datasets via rigorous
filtering: Hu et al. [17] curated a high-quality dataset of 170 papers from top-tier conferences (e.g.,
CVPR 2024, ACL 2024) through keyword and citation frequency filtering. iv) Small-scale premium
datasets: Yang et al. [9] constructed a dataset of 50 papers from leading social science journals,
employing LLMs with triple feedback mechanisms for automated hypothesis generation. v) Idea
incomplete dataset: Guo et al. [14] constructed a dataset consisting of titles and abstracts from
2,374 biomedical research papers and their 29,408 reference papers, which is used to evaluate the
consistency of generated ideas in terms of coherence before and after the generation process.

Many of these approaches employ GPT-4 as a tool for idea generation. However, the majority
of foundational datasets lack verifiable ground truth and are predicated on open-ended evaluation
paradigms. This reliance consequently introduces potential data contamination issues by disregarding
the temporal limitations inherent in GPT-4’s training data, thereby making it difficult to ascertain
whether the generated ideas genuinely mirror current perspectives. Furthermore, some evaluation
that focused exclusively on paper titles and abstracts—while neglecting the full content of the
papers—inevitably leads to biased assessments.

In this paper, we collected 3,495 papers from top AI conferences published after October 3, 2023,
as the ground truth, along with the main content of papers that motivated them as the input. This
approach helps avoid inaccurate insight evaluation caused by potential data leakage and incomplete
representation of the literature cause by limited input.

2.2 Idea generation metric

Most extant methodologies hinge on model-based evaluation frameworks, leveraging GPT or Claude
to appraise the merit of generated ideas. Alternatively, certain approaches enlist human experts to
conduct nuanced assessments.

Si et al. [21] introduced AI-Researcher, a system demonstrating that LLMs can conceive ideas
perceived as more innovative than those crafted by human specialists. However, they caution that
employing LLMs to directly appraise the multifaceted dimensions of scientific concepts yields incon-
sistent results. Wang et al. [18] assessed the congruence of AI-generated ideas with empirical research
by contrasting their similarity to authentic research concepts found in ACL 2024 publications, utiliz-
ing GPT-4o for evaluation. However, the scope of this Idea alignment is fixed and presents significant
challenges in achieving an accurate match. Su et al. [19] proposed a holistic evaluation schema,
quantifying the divergence of AI-produced abstracts from prior research via Historical Difference
(HD). They further utilized Conformity Degree (CD) to gauge alignment with contemporary research
trends, Contemporary Influence (CI) to forecast academic impact, and Overall Novelty (ON) to
synthesize innovativeness and influence. Nonetheless, the brevity of thesis abstracts—often omitting
nuanced rationales and detailed experimental design—limits the comprehensiveness of such analyses.

Besides, in the absence of a comparison references, the ability of LLMs to judge abstract concepts
(such as good or bad, novelty, feasibility) is questionable. Moreover, when the sample size increases,
the cost of human expert evaluation also rises accordingly.

In this paper, given that our proposed dataset features paired inputs alongside corresponding ground
truth data, we employ the degree of concordance between the outputs generated from the input-
inspired papers and the established ground truth as an objective evaluation metric. Additionally, we
perform a quantitative assessment of the experimental steps involved in idea generation and determine
the feasibility of the proposed ideas.

3 AI Idea Bench 2025

We introduce AI Idea Bench 2025, which delineates the knowledge-acquisition phase duration of
base models in most idea-generation methodologies as a critical threshold. The data corresponding to
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Figure 2: Overall pipeline of AI Idea Bench 2025. First, we decompose and summarize the
motivation, experimental steps, topic, and the inspiration papers from the target paper. Then, we
extract the motivation and experimental steps from the inspiration papers, and generate a cluster of
ideas in combination with the topic of the target paper. Finally, we compare the idea-generation
methods in six evaluations: idea multiple-choice evaluation, idea-to-idea matching, idea-to-topic
matching, idea competition among baselines, novelty assessment, and feasibility assessment.

publications after this period serves as the ground-truth reference. We leverage the foundational papers
of these theses and user-provided background information from specific research domains to generate
innovative and actionable ideas. Furthermore, we propose a comprehensive evaluation framework to
assess both labeled and unlabeled baseline ideas. To achieve this, Section 3.1 outlines the construction
of a literature database dedicated to idea generation and data evaluation. Subsequently, in Section 3.2,
we provide a detailed explanation of the evaluation process using target paper and other references.
The overall pipline of the AI Idea Bench 2025 is shown in Fig. 2.

3.1 Dataset construction

Currently, the predominant approach in human-centered research within the field of AI involves
reviewing literature, identifying issues, and proposing potential solutions. This process is inherently
forward-looking. However, constructing paired datasets proves challenging, as it requires careful
consideration of which literature is suitable for identifying specific problems.

In this paper, we adopt an alternative research approach, seeking out papers from the literature
that explicitly identify problems. Specifically, we curated papers from the top 2% of ICLR 2025,
highlights from CVPR 2024, oral presentations from ECCV 2024, spotlights and oral presentations
from NeurIPS 2024, as well as spotlights and oral presentations from ICML 2024. Additionally, we
included long and main presentations from NAACL 2024, EMNLP 2024, and ACL 2024. Acknowl-
edging that some papers may release preprints on arXiv prior to formal submission, we use arXiv
API 3 to exclude papers published before October 3, 2023. Ultimately, we compiled a total of 3,495
papers, which will serve as the ground truth for AI Idea Bench 2025 dataset.

As is customary, the papers that inspired the target papers are frequently discussed across multiple
sections of the text. To address this, we employed SciPDF Parser 4 to extract the content of the papers

3https://info.arxiv.org/help/api/
4https://github.com/titipata/scipdf_parser
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and utilized Deepseek V3 [4] to tally the cited literature. For each paper, We employ Deepseek V3 to
extract the ten most highly cited works, then have two seasoned researchers meticulously evaluate
that shortlist and select five studies deemed both feasible and reasonable as sources of literature.

Considering that the process of idea generation relies primarily on the motivation and experimental
procedures of the inspiring literature, rather than its entire content, we pre-processed the inspirational
papers in a manner similar to [20]. Moreover, since the outcomes of idea generation typically
encompass both the motivation and experimental planning, it was necessary to extract relevant
content from the target literature as well. Specifically, we summarized the problems addressed by the
target literature, identifying the fields in which they were solved, as well as the methods employed to
tackle these issues. During this extraction, we anonymized the methods, omitting their specific names
while providing detailed descriptions of the methodological steps. Additionally, we summarized the
anonymized topics of the target literature to facilitate the generation of ideas.

3.2 Evaluation framework

3.2.1 Evaluation with target paper

The outcomes of current idea-generation methods typically comprise motivation and experimental
plans. Given that we have constructed the target papers and extracted topics, motivations, and
experimental frameworks in Section 3.1, we are now in a position to objectively assess the generated
results.

Idea multiple-choice evaluation. We first developed a multiple-choice evaluation method. Specifi-
cally, Let T denote the target paper, with its motivation and experimental framework represented as
MT and ET , respectively. Together, these elements constitute the correct answer Ac = (MT , ET ) in
the multiple-choice evaluation paradigm.

Consider two papers, L1 and L2, from the influential literature that exhibit the closest conceptual
alignment with the target paper T . Additionally, let L3 be the paper that maintains the highest degree
of similarity to all target papers in the dataset. The set of the remaining three alternatives, denoted as
O, is thus given by O = {L1, L2, L3}. Consequently, in the multiple-choice evaluation, the complete
set of answer choices is defined as C = {Ac} ∪O, where |C| = 4 (comprising one correct answer
and three distractors).

Define B as the baseline model, which generates a cluster of ideas IB = {i1, i2, . . . , in}in response
to a given topic. Meanwhile, let FD

c represent the choice function to select an option rj ∈ C, where
D represent the Deepseek V3 model:

rj = FD
c (ij , C), (1)

All multiple-choice results of B are RB = {r1, r2, . . . , rn}. Given that idea generation is inherently
an open-ended task, we establish a success criterion. Define the reuslt of idea multiple-choice
evaluation SM as a binary variable:

SM =

{
1, if Ac ∩RB ̸= ∅
0, otherwise

, (2)

where, if SM = 1, we conclude that the baseline model B has successfully approximated the ground
truth.

Idea to idea matching. We also directly compare the generated ideas with the motivation and
experimental framework of the target paper. Specifically, define an idea similarity function FD

2I :
(IB , (MT , ET )) → [0, 5] which measures the similarity between an idea i ∈ IB and the combination
of the motivation and experimental framework of the target paper (MT , ET ). For each ij ∈ IB
(j = 1, 2, · · · , n), FD

2I(ij , (MT , ET )) gives a score in the range [0, 5]. The score SI2 assigned to the
current baseline B is then given by the formula:

SI2 = max
ij∈IB

FD
2I(ij , (MT , ET )). (3)

Idea to topic matching. To verify that the generated ideas align with the specified topic, we also
assess the degree of match between the generated ideas and the topic of the target paper. Specifically,
define a similarity function FD

IT : (IB , Ttopic) → [0, 5], which measures the similarity between an

5



idea i ∈ IB and the topic Ttopic of the target paper. That is, for each ij ∈ IB (j = 1, 2, · · · , n),
M IT

D (ij , Ttopic) gives a score in the range [0, 5]. The score SIT assigned to the current baseline B
for the alignment with the topic is given by the formula:

SIT = max
ij∈IB

FD
IT (ij , Ttopic) (4)

3.2.2 Evaluation with other references

Given that the evaluation of abstract concepts (such as "good" or "bad") by large language models
(LLMs) is inherently fraught with uncertainties in the absence of references, we incorporate references
to mitigate these uncertainties when assessing the merits and demerits of ideas. This evaluation
process can be categorized into two approaches: cross-referencing among baselines and cross-
referencing with other literatures.

Ideas competition among baselines. For a given topic, we use Deepseek V3 to conduct pairwise
comparisons of the baselines in six aspects: innovativeness, importance, quality, feasibility clarity,
and topic relevance. The winner scores a point, while the loser gets no points. The total score is
the sum of the scores of the current baseline. Specifically, Let B = {b1, b2, · · · , bn} ) be the set of
baselines. Define the function Comp(bi, bj) for bi, bj ∈ B as:

Comp(bi, bj) =

{
3, if bi wins bj
0, if bi loses bj

. (5)

The total score SIC of a baseline bm ∈ B is given by:

SIC =

n∑
j=1,j ̸=m

Comp(bm, bj). (6)

Novelty assessment with reference to other literature. Using LLMs to evaluate innovativeness is a
relatively simple and straightforward approach, but it remains constrained by the knowledge cutoff
inherent in LLMs. To address this, we introduce a novelty quantification method inspired by [19].
Specifically, we extract keywords from the topic, establish a timeline with October 3, 2023, as the
reference date and use semantic scholar API 5 to search papers. Papers published before this date
are categorized as historical, while those published after are considered contemporary. Given that
the information provided in paper abstracts is often incomplete and lacking specificity, we shift the
focus to the ideas presented in each paper. More specifically, we compute the distance between the
ideas of historical papers and the generated ideas to determine the historical difference (hd_ideas),
calculate the distance between the ideas of contemporary papers and the generated ideas to assess the
contemporary difference (cd_ideas), and use the citation count of contemporary papers to gauge their
contemporary influence (cc). Then the overall novelty socre SN of an idea is:

SN = (1 + cd_idea) ∗ cc/(1 + hd_idea). (7)

Feasibility asessment with reference to other literature. We continually subdivide the motivation
and experimental plan of an idea until they can no longer be decomposed into two distinct concepts.
The papers identified through these subdivided concepts are considered the methods that the current
idea can reference. We posit that the greater the influence (measured by the number of citations) of
these reference methods, the higher the feasibility of the current idea. However, when the citation
count of the papers retrieved by a particular concept becomes so large that it skews the overall
feasibility assessment, we introduce influence normalization to account for this:

InfN = −e−
x
λ + 1, (8)

where x is the number of citations which got by semantic scholar API and λ is the impact factor,
which is set to 50 in this paper. Specifically, when the number of citations reaches 35, the influence is
set at 0.5. This indicates that the paper is frequently discussed within the field and is likely used as a
comparison algorithm. When the number of citations reaches 100, the influence is increased to 0.9,
signifying that most innovations in the current field are likely built upon this paper.

5https://www.semanticscholar.org/product/api
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Table 1: Result of evaluation with target paper.
I2T ↑ I2I ↑ IMCQ ↑

Motivation Exp Plan Motivation Exp Plan Motivation Exp Plan
VIRSC 4.974 4.983 2.937 2.123 0.509 0.461
AI-Researcher 4.994 4.995 2.807 2.024 0.566 0.446
AI-Scientist 5.0 5.0 3.591 2.734 0.611 0.378
SCIPIP 4.986 - 2.437 - 0.595 -

Considering that the number of citations of a paper in the past two years reflects the influence of this
paper on the current research trend, but this influence decays over time. we propose a new influence
evaluation equation:

Inf =

yl−2∑
yc=yp

InfN (xyc
)/(yl − yc)

+

yl∑
yc=yl−2

InfN (xyc
)

(9)

where yp is the published year and yl is the latest year. Specifically, the impact of papers from the last
two years is calculated using the Equation 8. For papers that are further removed from the current
year, their annual impact is adjusted by dividing it by the difference in years from the current year.

The feasibility SF of an idea is determined as the average of the influences of all the papers (P )
related to the concepts encompassed within the generated idea:

SF =
1

|P |
∑
x∈P

Inf(x) (10)

4 Experiment

In this section, we will assess the performance of various idea-generation models using the AI Idea
Bench 2025 benchmark dataset. The evaluation criteria encompass both assessments based on target
papers and evaluations involving other references.

4.1 Experimental setup

Dataset. Our dataset is built by curating high-quality papers from leading conferences. The corpus
consists of 3,495 papers from CVPR 2024, ECCV 2024, ICML 2024, NeurIPS 2024, NAACL 2024,
EMNLP 2024, ACL 2024, and ICLR 2025. Additionally, we collected the inspirational source papers
corresponding to the target papers, from which we constructed input-output pairs for idea generation.

Baseline. To compare our proposed approach with state-of-the-art methods, we select four leading
approaches as baselines: AI-Researcher [21], AI-Scientist [15], SCIPIP [18], and VIRSCI [19]. For
AI-Researcher, AI-Scientist, and SCIPIP, we run the original code on inspiration papers. Considering
that SCIPIP’s idea lacks the generation of a detailed experimental plan, we only use its generation
results in the motivation comparison. For VIRSCI, we bypass the topic selection process and instead
use the topics extracted from the target papers and the content of the motivating papers as reference
inputs. To ensure consistency and avoid discrepancies in idea generation results, we use GPT-4o-
2024-11-20 as the base model for all methods, unifying the knowledge cutoff date of the model. For
each baseline we generate two ideas in the same inspiration papers.

4.2 Main results

4.2.1 Evaluation with target paper

The primary objective of this sub-evaluation framework is to ascertain whether extant idea-generation
models can produce outputs that align conceptually with target papers when provided with inspi-
rational papers. The Idea Multiple-Choice Evaluation (IMCQ) and Idea-to-Idea Matching (I2I)
methodologies are designed to assess the degree of congruence between generated ideas and the

7



Table 2: Result of evaluation with other references.
IC NA ↑ FA ↑ FPS ↑

Total Rank ↓ Total Score ↑ Motivation Exp Plan

VIRSC 7211 23787 24.873 24.654 0.133 8.290× 10−3

AI-Researcher 4475 29345 24.917 24.692 0.168 9.728× 10−3

AI-Scientist 9537 19195 25.030 26.080 0.121 17.003× 10−3

SCIPIP 13362 11553 25.055 – – –

motivation and experiment steps outlined in the target papers. The distinction between these two
methods lies in the nature of the comparison: in IMCQ, some answer choices are partially drawn
from inspirational literature, enabling us to evaluate whether the generation method can transcend
the limitations of its input. Conversely, I2I assesses the resemblance between generated and target
ideas through a more nuanced lens, evaluating: i) For motivation: Core Issue Analysis, Contextual
Alignment, and Structural/Theoretical Overlap. ii)For experimental design: Structural Similarity,
Theoretical Consistency, and Problem-Centric Focus. The Idea-to-Topic Matching (I2T) protocol,
conversely, evaluates whether the motivational and experimental components of generated ideas
remain consistently aligned with the specified input topic throughout the generative process.

As shown in Table 1, ideas generated by AI-Scientist demonstrate the highest degree of alignment
with those of the target paper. In terms of departing from the constraints of the inspirational literature,
AI-Scientist exhibit the strongest insight ability in motivation, while VIRSC perform better in
Experimental plans. With regard to topic relevance, all baseline models display an exceptionally high
level of consistency with the thematic focus of the target paper.
4.2.2 Evaluation with other references

The primary purpose of this evaluation procedure is to assess the capabilities of the ideas generated
by baselines beyond the scope of the target paper. The Ideas Competition (IC) treats the outputs of
each baseline as mutual points of reference, aggregating their rankings and scores to identify the
most effective method among them. The Novelty Assessment (NA) measures the similarity between
the ideas produced by the baselines and those found in both historical and contemporary literature,
thereby evaluating the originality of the generated content. The Feasibility Assessment (FA) focuses
on determining whether the proposed experimental approaches are grounded in established, effective
methodologies. Complementarily, Feasibility Per Step (FPS) evaluates the methodological soundness
of each individual step within the proposed experimental framework.

As presented in Table 2, AI-Researcher significantly outperforms the other baselines in both the
circular comparison and overall feasibility assessment. AI-Scientist, on the other hand, demonstrates
superior performance in terms of novelty and exhibits greater average feasibility at the step level
within the experimental design.

4.3 Case study and analysis

In Fig. 3, we show an example of generating ideas, mainly showing the motivation part. And we also
present some case studies, each comprising the content of the target paper, the inspirational papers
that informed idea generation, and the corresponding outputs produced by each baseline method in
Appendix B–F.

In most instances, AI-Scientist exhibits a greater degree of overlap with the target ideas. This can
be attributed to its use of large language models to score and re-rank all input papers based on their
direct relevance to the specified topic, thereby achieving closer alignment with the core ideas of the
target papers. Following closely are VIRSC and AI-Researcher. VIRSC benefits from a multi-round,
multi-agent discussion mechanism, which helps mitigate bias during idea generation. In contrast, AI-
Researcher preserves previously generated ideas and employs multi-stage reasoning chains combined
with self-reflection to iteratively refine and expand upon each idea, thereby enhancing coherence and
conceptual stability. A notable limitation of SCIPIP lies in its inability to deconstruct the components
of an idea, resulting in outputs that lack a coherent structural framework and are difficult to interpret
from their textual descriptions. Furthermore, we observed that AI-Scientist and AI-Researcher tend to
incorporate specific algorithmic choices and detailed comparative strategies within their experimental
designs. Although these additions did not yield significant advantages in our evaluation metrics, they
may offer researchers more granular and actionable guidance in experimental planning.
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Target paper: MuseChat A Conversational Music 

Recommendation System for Videos

Target motivation:

Current music recommendation systems for videos focus 

on content compatibility but often ignore user preferences, 

leading to a less satisfying experience. MuseChat 

addresses this by enabling user-system interactions 

through dialogues, allowing for personalized 

recommendations and explanations, thus overcoming the 

limitations of existing systems.

Topic:

The topic of this paper is a conversational music

recommendation system for videos.

Inspiration papers:

Youtube-8m: A largescale video classification benchmark

Ast: Audio spectrogram transformer

Learning transferable visual models from natural language 

supervision

Representation learning with contrastive predictive coding

Contrastive multiview coding

SCIPIP :

Motivation: …The system integrates 

fine-grained multimodal emotion 

recognition from the video and user’s 

conversational inputs and combines it 

with a query-conditioned neural 

retrieval mechanism. The music

recommendation engine prioritizes

aligning with a video's emotional

tone, dynamically weighted by the

user’s directives…

AI-Scientist:

Motivation: Existing research in 

video understanding, audio 

classification, and multimodal 

representation learning has made 

significant strides in understanding 

individual modalities but has not

explored their integration for

interactive tasks like music

recommendation. Current systems

often lack flexibility and fail to

adapt to user preferences

dynamically. …

VIRSC :

Motivation: The paper proposes

a Dynamic Emotion-Driven

Multi-Modal Content Creation

Assistant (DEMMCA) that 

combines real-time interaction, 

dynamic fine-tuning, and 

granular emotional-contextual 

understanding for video 

creators. …

AI-Researcher:

Motivation: …Inspired by the

way humans converse about

music using impressions and

adapt via back-and-forth

dialogue, this project develops a 

recommendation system that

leverages large language

models (LLMs) to interpret,

translate, and refine abstract

impressions into actionable 

queries that can map to a music 

library effectively.…

Figure 3: A case of idea generation on motivation. In the visual annotations, text highlighted with a
green background denotes areas of overlap between the generated ideas and those of the target paper.
The red background indicates elements within the generated ideas that are thematically aligned with
current research based on the given topic.

While SCIPIP, AI-Scientist, and AI-Researcher all employ Semantic Scholar’s API for supplementary
evaluation in idea generation, their methods of integration diverge significantly. AI-Scientist enriches
the generation prompt by embedding selected supplementary literature, thereby providing the model
with a more informed context. In contrast, AI-Researcher utilizes the retrieved literature solely as
an auxiliary resource for evaluating novelty during the generation process, without incorporating
it into the prompt itself. SCIPIP, meanwhile, reconstructs an entirely new research background
by synthesizing information from both the input and the retrieved literature. We believe these
differing approaches account for the notable disparities in their performance. In the case of VIRSC,
its dependence on a locally stored database—devoid of real-time updates—imposes a significant
constraint on the novelty of its outputs, limiting the method’s capacity to generate ideas that reflect
the latest developments in the field.

Based on the above analysis, we summarize the key factors that currently underpin the generation of
useful and impactful research ideas:

• Accurate inspirational papers need to be retrieved, which can be done manually or by
retrieving a large number of papers and using an LLM for relevance scoring.

• Ideas should be generated in multiple rounds, with each generated idea archived and used as
input for subsequent idea generation.

• Evaluate the generated ideas by retrieving papers based on both the ideas and the topic.

• Clarify the framework and components of the idea to reduce the difficulty of generation.

5 Conclusion

In this paper, we present AI Idea Bench 2025, a comprehensive benchmark dataset and evaluation
framework designed to assess the ability of existing idea generation methods to produce ideas that
align with those of target papers when given inspirational sources, while also evaluating the novelty
and feasibility of the generated content. The AI Idea Bench 2025 dataset comprises 3,495 papers from
premier AI conferences, all published after the knowledge cutoff date of the underlying generation
model, thereby eliminating the risk of knowledge leakage. The accompanying evaluation framework
operates through a reference-based assessment paradigm—drawing on the target paper’s ideas, ideas
generated by alternative methods, and the broader body of published literature—while offering an
interpretable, open-ended evaluation pipeline. This work aims to furnish the research community
with robust, quantitative tools for conducting idea discovery research powered by large language
models.
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A Limitation

This paper introduces AI Idea Bench 2025, which aims to evaluate the ability of existing creative
generation methods to generate ideas consistent with target papers when given an inspiration source.
While this represents a crucial step for AI in science, there are still other unexplored parts of the
entire research pipeline. In our subsequent work, we will conduct research on the deployment and
implementation of these ideas.

B Case 0

Target paper:
Openess: Event-based semantic scene understanding with open vocabularies [22]
Target motivation:
Event-based semantic segmentation (ESS) faces challenges due to the sparse, asynchronous,
and high-temporal-resolution nature of event data, requiring expensive annotations for train-
ing. Existing methods are limited by closed-set learning and the difficulty of transferring
knowledge from image to event domains. OpenESS addresses these limitations by proposing
a novel framework that transfers pre-trained knowledge from image and text domains to event
data, enabling open-vocabulary and zero-shot learning without dense event annotations.
Summary of target experiment:
OpenESS introduces two key innovations: frame-to-event (F2E) contrastive distillation and
text-to-event (T2E) consistency regularization, to facilitate effective cross-modality knowl-
edge transfer from images and texts to event data for open-vocabulary semantic segmentation.
Designs of target experiment:

• Design 1:
– Design name: Frame-to-Event (F2E) Contrastive Distillation
– Description of design name: This design leverages calibrated frames to

generate superpixels and distills knowledge from a pre-trained image backbone
to the event segmentation network. It uses a contrastive learning objective to
transfer superpixel-level knowledge from dense frame pixels to sparse event
streams, enhancing the event representation learning at higher granularity.

• Design 2:
– Design name: Text-to-Event (T2E) Consistency Regularization
– Description of design name: This design mitigates potential self-conflicts

in the F2E contrastive learning by leveraging CLIP’s text encoder to generate
semantically consistent text-frame pairs. It constructs event-text pairs to en-
courage global-level alignment, using a semantic consistency regularization
mechanism to improve the performance of open-vocabulary ESS.

• Design 3:
– Design name: Thought-Augmented Reasoning
– Description of design name: For each problem, a relevant thought-template

is retrieved from the meta-buffer and adaptively instantiated with specific
reasoning structures to conduct efficient reasoning.

Topic: The topic of this paper is open-vocabulary event-based semantic segmentation.
Inspiration papers:

• Learning transferable visual models from natural language supervision [23]
• Ev-segnet: Semantic segmentation for event-based cameras [24]
• Event-based vision: A survey [25]
• Ess: Learning event-based semantic segmentation from still images [26]
• SLIC superpixels compared to state-of-the-art superpixel methods [27]

AI-Researcher:
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• Motivation: Existing approaches to open-vocabulary semantic segmentation often
rely on augmenting event data with dense visual modalities like RGB images or
pre-trained dense vision models. These methods, however, are resource-intensive
and don’t scale effectively for purely event-based data. Event cameras provide high
temporal resolution but minimal spatial information, and their sparse, asynchronous
nature makes direct pixel-level segmentation unreliable. Humans, by contrast, use
reasoning and context to ’fill in the blanks’ in missing information. Inspired by
this, we propose utilizing language models (LLMs) to iteratively reason about
and predict missing spatial regions in sparse event data through a self-reconstruc-
tion framework. This approach combines multimodal embeddings from temporally
adjacent events with language-guided reasoning to improve region segmentation in
an open-vocabulary setting.

• Experimental plan:
– Proposed Method: The proposed method introduces a self-reconstruction

prompting pipeline via language models to predict and refine missing spatial
regions in sparse event datasets. First, we segment ambiguous regions from
event data. These regions are then passed to a language model together with
adjacent temporal events and multimodal embeddings, prompting the model
to generate reconstruction hints such as ’Predict the most probable shape and
motion in these missing frames.’ Intermediate reconstructions are iteratively
refined by feedback prompts, such as ’Does this segment align with the trajec-
tory of a running human?’ Finally, the regions are mapped to open-vocabulary
semantic labels using similarity-based alignment with pre-trained word embed-
dings (e.g., CLIP).

– Experiment step:
* "Step 1: Gather Datasets": "We will use event-based datasets such as

DDD17, N-Caltech101, and MVSEC. These datasets contain sparse event
sequences with dynamic objects or scenes. Additionally, optical flow esti-
mations from these datasets can provide temporal information for grounding
reconstructions.",

* "Step 2: Preprocess Event Data": "Convert raw event streams into event
frames by aggregating events over short time intervals. Additionally, com-
pute optical flow or motion embeddings for adjacent events to encode
temporal changes. Use an event-based simulator for testing performance
under increasing sparsity levels.",

* "Step 3: Baseline Construction": "Implement two baselines: (1) direct
event-based segmentation using a simple CNN; (2) event-to-RGB recon-
struction models followed by segmentation with an open-vocabulary se-
mantic segmentation system, such as MaskCLIP or CLIPSeg.",

* "Step 4: Construct Prompts for Reconstruction": "Design initial prompts to
guide the LLM in predicting missing regions. Example prompts include:-
’Analyze the following sparse event patch. Predict the plausible geometry of
the objects in the region and describe their semantic categories.’- ’Given the
trajectory in these temporally adjacent embeddings, predict the continuation
of object motion and shape.’- ’What semantic class is this shape most likely
to belong to based on geometrical features?’",

* "Step 5: Iterative Self-Reconstruction Pipeline": "Use the following steps
for iterative refinement:1. Initial reconstruction: Pass the event patch and
temporally adjacent embeddings to the model. Let the LLM predict likely
regions and classes.2. Feedback loop: Incorporate prompting to validate
outputs. For example, ’Does this cyclic shape resemble a bicycle wheel? If
not, refine the reconstruction.’3. Refine boundaries and motion predictions
iteratively until convergence or consistent results.",
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* "Step 6: Map to Open-Vocabulary Classes": "Use pre-trained multimodal
language-vision models like CLIP to align LLM predictions with open-
vocabulary semantic categories. For example, compare representational
embeddings of the predicted shape class (’bicycle’) with candidate class
embeddings from the event dataset.",

* "Step 7: Evaluate Metrics": "Evaluate segmentation performance using:-
Mean Intersection over Union (MIoU): Measure segmentation accuracy
across reconstructed regions and ground truth.- Semantic Adaptabil-
ity: Quantify accuracy on unseen semantic categories (open-vocabulary
performance).- Reconstruction Fidelity: Assess the quality of missing re-
gion predictions based on pixel or shape alignment with the ground truth.",

* "Step 8: Compare with Baselines": "Evaluate the performance of the
proposed method against the baselines to quantify reconstruction improve-
ments, open-vocabulary adaptability, and reduced ambiguities under sparse
conditions."

AI-Scientist:
• Motivation: Event cameras offer unique advantages, such as high temporal res-

olution and dynamic range, but their sparsity and asynchronous nature present
challenges for semantic segmentation. Existing methods either rely heavily on la-
beled datasets (Paper 2, Paper 4) or synthetic data (Paper 4), which limits scalability.
Open-vocabulary models like CLIP (Paper 1) have shown promise in performing
zero-shot tasks by aligning image and text embeddings but have not been adapted to
event-based segmentation. This research aims to address these gaps by proposing a
cross-modal framework that aligns event embeddings with language embeddings,
enabling zero-shot and few-shot segmentation on event data.

• Experimental plan:
– Experiment step:

* "Step1": "Adopt the 6-channel event representation (Paper 2) as the baseline.
Encode spatial and temporal information into compact embeddings suitable
for cross-modal tasks.",

* "Step2": "Train a cross-modal embedding model using contrastive loss to
align event embeddings with text embeddings from a pre-trained model
like CLIP. Focus on zero-shot classification first as a preliminary evaluation
task.",

* "Step3": "Extend the evaluation to zero-shot semantic segmentation by
using text prompts for class names and comparing against existing baselines
like ESS (Paper 4). Use datasets like DDD17 and DSEC-Semantic for
testing.",

* "Step4": "Perform ablation studies to test the impact of the 6-channel
representation versus alternative representations. Compare the performance
of the proposed method against supervised event-based models (Paper 2)
and UDA methods (Paper 4).",

* "Step5": "Explore few-shot fine-tuning using a small subset of labeled
event data to optimize segmentation performance on specific domains or
tasks, prioritizing practicality and generalization."

VIRSC:
• Motivation: This paper proposes a novel framework called Domain-Invariant Open-

Vocabulary Event-Based Semantic Segmentation (DI-OVE-SS), which enhances
the adaptability and robustness of event-based segmentation models by combining
vision-language pretraining with domain-invariant event representations and hybrid
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learning techniques. The framework addresses two core challenges in the event-
based vision space: (1) domain generalization under distribution shifts (e.g., varying
lighting, environments, or noise levels) and (2) efficient adaptation to resource con-
straints in edge devices. DI-OVE-SS introduces a Transferable Event Representation
(TER) module that learns domain-invariant features by disentangling temporal, spa-
tial, and contextual information through self-supervised pretraining. Additionally,
a hybrid training pipeline integrates supervised fine-tuning on small-scale labeled
datasets with self-supervised pretraining on unlabeled event data, enabling effective
learning in low-data regimes. The model leverages a lightweight modification of
CLIP’s architecture, adapting it for event streams through specialized embedding
mechanisms. This framework not only enables zero-shot segmentation for unseen
classes but also facilitates cross-domain transfer, making it suitable for real-world
applications such as autonomous driving, robotics, and surveillance, where event
streams vary significantly between environments. By advancing beyond existing
approaches, DI-OVE-SS provides a scalable, efficient, and generalizable solution
for open-vocabulary segmentation on event-based data.

• Experimental plan:
– Experiment step:

* "Step1": "Dataset Construction and Preprocessing: Extend existing event
datasets (e.g., MVSEC, DDD17, and DVS128 Gesture) with additional
domain-variant scenarios, such as day and night driving, indoor and outdoor
environments, and high and low sensor noise. Use a combination of real-
world event cameras and synthetic event data to simulate diverse conditions.
Annotate a small portion of the dataset with semantic labels, while leaving
the majority unlabeled for self-supervised pretraining.",

* "Step2": "Transferable Event Representation (TER) Pretraining: Train a
TER module using self-supervised learning objectives (e.g., contrastive
loss with augmentation invariance) to disentangle spatial, temporal, and
contextual features from event streams. The TER module should be de-
signed to capture domain-invariant representations, ensuring robustness
across different environmental conditions. Evaluate the quality of these
representations using clustering and t-SNE visualization techniques.",

* "Step3": "Hybrid Training: Fine-tune the vision-language framework (e.g.,
CLIP) on event streams using supervised training on the small labeled
subset of the dataset. Simultaneously, integrate the TER module into the
architecture to provide domain-invariant inputs. Use a multitask learning
objective combining supervised segmentation loss and self-supervised TER
alignment loss to optimize the model.",

* "Step4": "Zero-Shot and Cross-Domain Evaluation: Test the model’s zero-
shot segmentation capabilities on unseen classes and domains without
additional fine-tuning. Evaluate on tasks such as night driving or highly
dynamic environments and benchmark against state-of-the-art event-based
segmentation models. Use metrics such as mIoU, MIoU under domain
shifts, and robustness to noise.",

* "Step5": "Resource Optimization and Edge Deployment: Evaluate the
computational efficiency of the model by deploying it on edge devices (e.g.,
NVIDIA Jetson or Raspberry Pi). Test latency, energy consumption, and
model size. Optimize the model further by pruning or quantization to fit
the constraints of resource-constrained devices.",

* "Step6": "Ablation Study and Analysis: Perform detailed ablation studies to
assess the contribution of the TER module, hybrid training objectives, and
architectural modifications to CLIP. Analyze the impact of each component
on segmentation accuracy, domain generalization, and computational effi-
ciency. Validate the TER’s robustness by visualizing gradients and feature
maps across varying domains.",
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* "Step7": "Scalability and Real-World Deployment: Test the model on
larger datasets and complex real-world conditions to evaluate scalability.
Experiment with new event camera sensors or synthetic data to simulate
extreme scenarios like high-speed motion or low-light conditions. Validate
the model’s effectiveness in specific applications like autonomous driving
or drone navigation."

SCIPIP
• Motivation: Multimodal Event Alignment with Vision-Language Semantic Spaces

- **Details**: This idea leverages **event-stream alignment with vision-language
semantic spaces** to bridge the gap between sparse event representations and dense,
pretrained image-text embeddings. The core framework includes: 1. A **dedicated
event encoder**: Converts event streams into feature embeddings that preserve tem-
poral, geometric, and semantic properties. 2. A **multimodal projection layer**:
Maps the encoded event representations into a shared semantic space of large vision-
language models (e.g., CLIP, BLIP). 3. A **contrastive loss objective**: Ensures
similarity between event embeddings, corresponding visual samples, and associated
textual descriptions, enabling **zero-shot generalization** to unseen vocabular-
ies. To strengthen this approach, a novel **temporal augmentation technique** is
proposed, where noisy event streams are used to simulate realistic environments,
improving the encoder robustness under real-world dynamic conditions.
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C Case 1

Target paper:
Buffer of Thoughts Thought-Augmented Reasoning with Large Language Models [28]
Target motivation:
Current LLMs have shown impressive performance in reasoning tasks, but existing prompting
methods face limitations in universality, computational intensity, and lack of generalizable
guidelines from past tasks. BoT addresses these by providing a scalable and stable framework
that leverages historical insights for improved reasoning.
Summary of target experiment:
BoT introduces a meta-buffer to store high-level thoughts (thought-templates) and a buffer-
manager to dynamically update the meta-buffer, enabling adaptive instantiation of reasoning
structures for efficient problem-solving.
Designs of target experiment:

• Design 1:
– Design name: Meta-Buffer
– Description of design name: A lightweight library that stores high-level

thoughts (thought-templates) distilled from various problem-solving processes,
allowing for shared reasoning structures across tasks.

• Design 2:
– Design name: Buffer-Manager
– Description of design name: A component that dynamically updates the

meta-buffer by summarizing high-level guidelines and thoughts from each
problem-solving process, enhancing the meta-buffer’s capacity as more tasks
are solved.

• Design 3:
– Design name: Thought-Augmented Reasoning
– Description of design name: For each problem, a relevant thought-template

is retrieved from the meta-buffer and adaptively instantiated with specific
reasoning structures to conduct efficient reasoning.

Topic: The topic of this paper is enhancing reasoning in large language models.
Inspiration papers:

• Chain-of-thought prompting elicits reasoning in large language models [29]
• Tree of thoughts: Deliberate problem solving with large language models [30]
• Expertprompting: Instructing large language models to be distinguished experts [31]
• Pal: Program-aided language models [32]
• Self consistency improves chain of thought reasoning in language models [33]

AI-Researcher:
• Motivation: Existing reasoning techniques, such as Chain-of-Thought prompting

or ensemble methods, rely on sequential prompts that guide models along a single
rationale pathway. These methods fail to incorporate insights across multiple rea-
soning streams, resulting in suboptimal solutions for problems that require bal-
ancing diverse perspectives. Humans excel at reasoning by considering multiple
rationale streams simultaneously and synthesizing cross-perspective insights to form
synergistic conclusions. Inspired by this human capability, we propose Multi-Ratio-
nale Synergy Prompting (MRSP), which prompts LLMs to generate independent
reasoning pathways, critique insights across streams, and synthesize solutions ac-
counting for trade-offs.

• Experimental plan:
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– Proposed Method: Multi-Rationale Synergy Prompting involves three distinct
steps: 1. **Generate Independent Rationales**: The LLM is prompted to
generate reasoning chains independently for each aspect or perspective of the
task (e.g., ethical reasoning and efficiency reasoning). 2. **Critique and Cross-
Reference**: The LLM critiques the insights from each perspective by identi-
fying points of agreement, conflict, or tension between them. 3. **Synergized
Conclusion**: The LLM synthesizes findings from the critiques, creating a
unified solution that balances the trade-offs and incorporates strengths from all
rationale streams. Prompts include commands such as, "Generate independent
rationales for Perspective A and Perspective B," followed by "Critique and
identify the points of synergy and tension between these rationales," and finally
"Generate a unified answer considering all rationales.

– Experiment step:
* "Step 1: Gather Datasets": "Select benchmarking datasets that require

reasoning across multiple perspectives:- Moral Machines: Contains ethi-
cal dilemmas for autonomous vehicles requiring consideration of human
values.- Ethical Dilemmas QA: Requires reasoning through competing
ethical priorities.- Social IQa: Involves questions related to social common-
sense, requiring nuanced trade-offs.- Create synthetic examples if necessary
to evaluate tasks requiring synergy across diverse perspectives (e.g., bal-
ancing financial, ethical, and operational priorities)."

* "Step 2: Construct Prompts": "Design prompts following the MRSP
methodology:- **Independent Rationales Prompt**: Example: ’Gener-
ate reasoning chains for both ethical justification and operational efficiency
of [problem statement].’- **Critique Prompt**: Example: ’Critique the rea-
soning chains you generated earlier for ethical and operational perspectives.
Highlight points of commonality, tension, or disagreement.’- **Synthesis
Prompt**: Example: ’Based on the critique, synthesize a solution that bal-
ances ethical concerns with operational priorities while ensuring alignment
with the original task.’",

* "Step 3: Baseline Design": "Compare MRSP against three baselines:-
**Sequential Chain-of-Thought Prompting (CoT)**: Generate reasoning
step-by-step along a single pathway.- **Direct Prompting**: Provide the
task directly to the model without intermediate rationales.- **Ensemble
Prompting**: Generate reasoning streams separately but average their
outputs without critique or synthesis.",

* "Step 4: Select Models": "Test MRSP and baselines using multiple LLMs:-
**Black-box APIs**: GPT-3.5 (Text-Davinci-003), GPT-4, Claude 2, and
Gemini.- **Open-Source Models**: LLaMA-2-70B-chat and similar mod-
els for comparison.Ensure prompts are compatible with model capabilities
and consistent across platforms.",

* "Step 5: Execution": "Run the experiments:1. Input each dataset example
into the LLM using baseline methods (CoT, Direct prompting, Ensemble
prompting).2. Input each dataset example using MRSP (multi-step prompts
for independent rationales, critique, and synthesis).3. Collect outputs from
all methods for analysis.",

* "Step 6: Evaluation Metrics": "Measure LLM performance along three
criteria:- **Coherence**: Are synthesized solutions logically connected
and comprehensible?- **Thoroughness**: Do solutions incorporate reason-
ing from all provided perspectives?- **Trade-Off Balancing**: How well
does the synthesis balance competing priorities from different rationale
streams?Use automatic metrics (e.g., BLEU/ROUGE for text overlap) and
task-specific scoring (e.g., correctness and depth for reasoning tasks).",

* "Step 7: Analyze Results": "Compare MRSP outputs to baselines:1. Com-
pare overall task accuracy and coherence across methods.2. Analyze model
consistency in synthesizing solutions.3. Generate detailed performance
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breakdowns for each dataset and reasoning dimension (ethical, operational,
commonsense reasoning)."

AI-Scientist:
• Motivation: While existing methods like CoT and ToT significantly improve rea-

soning by structuring intermediate steps, they lack mechanisms to simulate diverse
perspectives or incorporate iterative critique into the reasoning process. Real-world
human reasoning often involves collaborative problem-solving where multiple agents
(or perspectives) debate, refine, and reconcile their thoughts. This paper aims to
fill this gap by introducing a framework that enables LLMs to simulate multiple
reasoning agents, fostering diversity and robustness in reasoning paths.

• Experimental plan:
– Experiment step:

* "Step1": "Enable the LLM to simulate multiple reasoning agents by gener-
ating diverse reasoning paths for the same problem. Each path reflects an
independent reasoning perspective.",

* "Step2": "Introduce a critique phase where the reasoning paths are cross-
examined. Each reasoning path critiques others by highlighting inconsis-
tencies, errors, or gaps.",

* "Step3": "Implement a simple reconciliation mechanism where the final
answer is chosen based on majority voting among the reasoning paths that
remain after critique. This ensures robustness without added complexity.",

* "Step4": "Evaluate the CRF on reasoning benchmarks (e.g., GSM8K,
AQuA, StrategyQA) and compare its performance to CoT, ToT, PAL, and
self-consistency. Analyze both accuracy improvements and the diversity of
reasoning paths.",

* "Step5": "Perform qualitative analysis by examining examples where CRF
succeeds or fails, emphasizing the interpretability and robustness of its
multi-agent reasoning process."

VIRSC:
• Motivation: The proposed framework, ’Hybrid Adaptive Reflective System with

External Symbolic Computation (HARS-ESC),’ combines adaptive reasoning with
external symbolic computation tools to enhance robustness and adaptability in
reasoning tasks for large language models (LLMs). HARS-ESC integrates a meta-
cognitive layer inspired by ARToT, which evaluates task complexity, uncertainty,
and ambiguity. This layer dynamically determines whether the task can be solved
internally through adaptive reflective reasoning or whether it requires external com-
putation (e.g., symbolic interpreters, solvers, or APIs). For example, computationally
intensive or error-prone steps such as arithmetic or symbolic manipulation can be
offloaded to external systems, while nuanced or abstract reasoning is handled in-
ternally. The system utilizes a modular architecture to seamlessly switch between
internal and external reasoning modes based on task demands. Additionally, HARS-
ESC introduces a ’task-decomposition planner’ that divides problems into discrete
sub-tasks, assigns each sub-task to the most suitable reasoning module (internal
or external), and evaluates intermediate outputs for logical consistency and task
alignment. The framework also incorporates a feedback-driven mechanism to itera-
tively refine both the task decomposition and the reasoning approach. This ensures
continuous improvement and minimizes logical errors or inefficiencies. HARS-ESC
is designed for diverse applications like multi-step scientific reasoning, adaptive
learning systems, real-time decision-making, and tasks involving incomplete or
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ambiguous data. By leveraging both adaptive strategies and external computation,
HARS-ESC offers improved accuracy, resource efficiency, and robustness across a
wide range of reasoning tasks.

• Experimental plan:
– Experiment step:

* "Step1": "Develop the meta-cognitive layer to evaluate task complexity
and ambiguity. Enhance the layer to include a ’diversity trigger,’ which
determines whether diverse reasoning paths should be generated for the
given task based on a set of heuristics (e.g., high ambiguity, incomplete
data).",

* "Step2": "Design and implement the diversity-aware reasoning module.
Use probabilistic sampling techniques (e.g., temperature sampling, nucleus
sampling) and modular task decomposition to generate diverse reason-
ing paths for each sub-task. Leverage both neural internal reasoning and
external symbolic computation based on the nature of each sub-task.",

* "Step3": "Develop the reconciliation engine. For fixed-answer tasks, im-
plement marginalization techniques to consolidate the outputs of diverse
reasoning paths. For open-ended tasks, use semantic alignment and cluster-
ing methods to synthesize a unified response from divergent outputs.",

* "Step4": "Integrate the meta-cognitive layer, diversity-aware reasoning
module, and reconciliation engine into a cohesive pipeline. Ensure seamless
switching between internal and external reasoning and effective communi-
cation between modules.",

* "Step5": "Evaluate DAHRS on a range of benchmarks, including (a) fixed-
answer multi-step reasoning datasets like GSM8K, StrategyQA, and ARC-
Challenge, (b) open-ended tasks requiring creative reasoning (e.g., scientific
hypothesis generation, ethical dilemmas), and (c) real-time planning sce-
narios with incomplete or ambiguous data inputs.",

* "Step6": "Compare DAHRS against HARS-ESC, self-consistency, and
existing baseline methods like chain-of-thought (CoT) prompting, PAL,
and RToT. Use metrics such as reasoning accuracy, robustness to ambiguity,
computational efficiency, and reasoning diversity to measure performance.",

* "Step7": "Conduct qualitative analyses to study how reasoning diversity
impacts task outcomes. Analyze whether the reconciliation engine effec-
tively synthesizes diverse reasoning paths into a coherent and interpretable
output.",

* "Step8": "Test DAHRS in resource-constrained environments by scal-
ing down the model size and observing the trade-offs between accuracy,
computational cost, and interpretability. Validate that the diversity-aware
mechanism scales well with reduced resources."

SCIPIP
• Motivation: **Hierarchical Neuro-Symbolic Reasoning with Modular Task Decom-

position (HNSR)** - **Details**: Elevate the neuro-symbolic hybrid framework
by incorporating modular task decomposition with a scalable hierarchical archi-
tecture. In this framework, reasoning problems are systematically decomposed
into **symbolically hard** (e.g., formal proofs, combinatorial optimization) and
**neuro-adaptive** tasks (e.g., intuitive reasoning, complex pattern recognition).
A controller module leverages symbolic reasoning for problem decomposition and
assigns subtasks to the symbolic or neural processing units based on complexity and
cognitive type. Moreover, the system generates **transparent reasoning blueprints**
that document subtask allocations, decision pathways, and results. Dynamic com-
plexity redistribution is guided by real-time analysis of performance metrics, such as
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reasoning latency and subtask error correction rates. Feedback loops further refine
modular performance for future challenges.
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D Case 2

Target paper:
MDAgents: An Adaptive Collaboration of LLMs for Medical Decision-Making [28]
Target motivation:
Despite the potential of LLMs in medical applications, there is a lack of effective frameworks
that integrate the real-world systematic Medical Decision-Making (MDM) process, which
requires an adaptive, collaborative, and tiered approach. MDAgents addresses this gap
by emulating the hierarchical diagnosis procedures ranging from individual clinicians to
collaborative clinician teams, aiming to improve accuracy and efficiency in medical tasks.
Summary of target experiment:
MDAgents framework incorporates four stages: Medical Complexity Check, Expert Re-
cruitment, Analysis and Synthesis, and Decision-making. It dynamically assigns LLMs to
roles independently or within groups based on the task’s complexity, utilizing prompting
techniques and collaborative strategies to enhance decision-making.
Designs of target experiment:

• Design 1:
– Design name: Medical Complexity Check
– Description of design name: The system evaluates the medical query, catego-

rizing it as low, moderate, or high complexity based on clinical decision-making
techniques. This step ensures that the complexity level of the query is accurately
assessed to determine the appropriate collaboration structure.

• Design 2:
– Design name: Expert Recruitment
– Description of design name: Based on the complexity assessment, the frame-

work activates a single Primary Care Clinician (PCC) for low complexity issues,
or a Multi-disciplinary Team (MDT) or Integrated Care Team (ICT) for moder-
ate or high complexities. This ensures that the right expertise is engaged for
each query.

• Design 3:
– Design name: Analysis and Synthesis
– Description of design name: For low complexity queries, solo agents use

prompting techniques like Chain-of-Thought (CoT) and Self-Consistency (SC).
For moderate and high complexities, MDTs and ICTs involve multiple LLM
agents forming a consensus or synthesizing information, respectively, to address
the query comprehensively.

• Design 4:
– Design name: Decision-making
– Description of design name: The final stage synthesizes all inputs to provide a

well-informed answer to the medical query. It employs ensemble techniques to
ensure the decision is robust and reflects a consensus among the models when
applicable.

Topic: The topic of this paper is enhancing the utility of Large Language Models in medical
decision-making.
Inspiration papers:

• Large language models are few-shot clinical information extractors [34]
• NLICE: Synthetic Medical Record Generation for Effective Primary Healthcare

Differential Diagnosis [35]
• Ehrxqa: A multi-modal question answering dataset for electronic health records

with chest x-ray images [36]
• Comparative accuracy of diagnosis by collective intelligence of multiple physicians

vs individual physicians [37]
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• The use of analytic hierarchy process for measuring the complexity of medical
diagnosis [38]

AI-Researcher:
• Motivation: Existing temporal reasoning methods in medical AI rely heavily on

structured representations like timelines or domain-specific models. While effective
in some cases, these approaches are rigid, require extensive domain knowledge, and
do not leverage recent advances in general-purpose large language models. LLMs
offer the potential to process free-text medical records, making them accessible and
flexible. However, their ability to reason temporally in free-text settings is currently
limited. Our inspiration comes from the idea that guiding LLMs using temporal
reasoning prompts can simulate the ability to interpret and analyze patient histories
in a temporally grounded manner. By breaking problems into temporally ordered
steps, we hypothesize that LLMs can significantly improve their diagnostic accuracy
compared to conventional prompting methods.

• Experimental plan:
– Proposed Method: We propose a novel framework called ’Temporal Rea-

soning Prompting’ (TRP), which introduces a structured three-step prompting
protocol for LLMs: 1. **Temporal Decomposition:** Analyze and organize
the presented patient history into a sequence of temporally ordered events using
a prompt like, ’Break down this patient’s history into temporally ordered events,
including symptom onset, progression, and any interventions. ’2. **Temporal
Reasoning:** Reason about the temporal sequence of events to identify plau-
sible diagnoses using a prompt like, ’Considering the order and timing of the
events listed, what diagnoses could fit this pattern?’3. **Validation and Itera-
tion:** Validate assumptions and explore alternatives using iterative prompts
such as, ’Could [event A] have occurred as a result of [event B]?’ or ’Are there
alternative sequences that could explain [event outcome]?

– Experiment step:
* "Step 1: Gather Datasets": "We use synthetic patient data from the Synthea

dataset, which generates realistic, time-stamped medical records, to cre-
ate benchmark tasks for temporal reasoning. Additionally, we construct
synthetic test scenarios with predefined temporal patterns for diseases such
as measles, Lyme disease, and COVID-19. For example, ’Patient develops
fever 48 hours before a rash.’",

* "Step 2: Define Baselines and Evaluation Metrics"
· "Baselines": "We consider two baselines: (1) direct prompting (flat

question-answering, no temporal decomposition); (2) few-shot chain-of-
thought (CoT) prompting without temporal reasoning focus. For direct
prompting, we ask the model for a diagnosis directly. For CoT prompting,
we use ’Let’s think step by step’ before the diagnostic question.",

· "Metrics":
1. "Diagnostic Accuracy": "Percentage of correct diagnoses.",
2. "Temporal Consistency Score": "Measures how often outputs conform

to temporal constraints in the input data.",
3. "Explainability Assessment": "Qualitative evaluation of the intermedi-

ate steps."
* "Step 3: Construct Temporal Reasoning Prompts":

· "Examples of Prompts for Temporal Decomposition": "Input: ’The
patient developed a headache on Tuesday, vomiting on Thursday, and
sleep disturbances starting last week after a trip to a rural area.’ Prompt:
’Break down this patient’s history into a temporally ordered list of events
with dates or time markers.’Expected Output: ’1. Sleep disturbances
(last week); 2. Headache (Tuesday); 3. Vomiting (Thursday).’"
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· "Examples of Prompts for Temporal Reasoning": "Input: ’Consider the
following events: 1. Fever on January 1st; 2. Rash on January 3rd. Prompt:
’Considering the timing and order of events, suggest possible diagnoses
supported by this sequence.’Expected Output: ’Possible diagnoses: 1.
Measles (fever typically precedes rash by 2-4 days); 2. Chickenpox (fever
can precede rash by 1-3 days).’ "

· "Examples of Prompts for Validation": "Input: ’Event sequence: 1. Pa-
tient develops high fever; 2. Patient experiences hallucinations two days
later. Diagnosis: Brain infection.’ Prompt: ’Could the hallucinations
have been a result of the high fever? Are there alternative diagnoses
possible for this sequence?’Expected Output: ’Yes, hallucinations could
result from high fever (febrile delirium). Alternative diagnoses might
include meningitis, encephalitis.’"

* "Step 4: Model Selection and Configuration":
· "Models": "We use GPT-3.5 and GPT-4 from OpenAI via API access for

black-box evaluation. Optionally, we include LLaMA-2-70B-chat for
comparative results.",

· "Configurations": "Set temperature to 0.7 for more creative outputs
during reasoning and decomposition, and 0.5 for validation to focus on
accuracy."

* "Step 5: Run Experiments":
· "Experiment 1: Diagnostic Accuracy": "Compare the diagnostic accu-

racy of the baseline methods (direct prompting, chain-of-thought prompt-
ing) against TRP on Synthea synthetic patient records. Measure how
many diagnoses match the correct answers.",

· "Experiment 2: Temporal Consistency": "Test whether the generated
outputs adhere to temporal constraints in predefined synthetic cases (e.g.,
’fever must precede rash by 48 hours’). Report the temporal consistency
score.",

· "Experiment 3: Ablation Study": "Test the effect of removing or altering
one step in the TRP framework (e.g., skipping the validation stage) and
evaluate its impact on performance metrics.",

· "Experiment 4: Explainability Assessment": "Qualitatively compare the
intermediate reasoning steps generated by the TRP prompts versus CoT
and direct prompting baselines."

* "Step 6: Analyze Results": "Visualize and compare the diagnostic accu-
racy and temporal consistency scores of different methods in tabular and
graphical formats. Perform a qualitative analysis of the explainability and
interpretability of the model’s outputs."

AI-Scientist:
• Motivation: While LLMs have shown promise in tasks like clinical text analysis

and question answering, and collective intelligence among humans has proven to
improve diagnostic accuracy, the combination of LLM outputs with human expertise
remains unexplored. Existing research does not address the optimal way to combine
these two sources of intelligence in a scalable, practical manner. This study aims to
bridge that gap by proposing a collaboration framework between LLMs and human
experts for medical decision-making.

• Experimental plan:
– Experiment step:

* "Step1": "Task Design - Select tasks like differential diagnosis, clinical
correlation identification, and medication recommendations. Use publicly
available datasets such as MIMIC-IV or synthetic datasets aligned with
previous studies.",

27



* "Step2": "LLM Output Generation - Use a pre-existing LLM (e.g., GPT-3)
to generate ranked outputs for the selected tasks. Outputs will include
ranked lists of possible diagnoses, symptoms, or decisions.",

* "Step3": "Human Assessment - Engage participants with varying levels
of medical expertise (e.g., medical students, residents, and experienced
physicians) to individually rank their own outputs for the same tasks. Use
datasets with known answers to evaluate their baseline accuracy.",

* "Step4": "Collaboration Mechanism - Implement simplified aggregation
strategies, such as weighted averaging, to combine LLM outputs with
human inputs. Vary the weight given to LLMs versus humans (e.g., 80-20,
50-50 ratios) and compare how these strategies perform across levels of
expertise.",

* "Step5": "Evaluation - Compare the diagnostic accuracy and consistency
of LLM-human collaborative outputs with standalone LLM and human
outputs. Use metrics like Top-1 and Top-5 accuracy, precision, and recall.",

* "Step6": "Analysis - Investigate how human expertise levels and weighting
strategies influence the performance of the collaboration. Identify condi-
tions where collaboration provides the most significant improvements.

VIRSC:
• Motivation: The proposed framework, titled ’MedCollective-GPT: A Collective

Intelligence-Enhanced Framework for Medical Decision-Making,’ introduces an
innovative paradigm where multiple instances of large language models (LLMs)
collaborate with clinicians to improve diagnostic accuracy and decision-making in
healthcare settings. This approach integrates collective intelligence principles with
LLM capabilities to create a more robust, scalable, and interpretable system for
handling complex medical cases. The system comprises three core components: (1)
Multi-Agent LLM Collaboration: Multiple specialized LLM instances (fine-tuned
on different medical domains, e.g., radiology, pathology, and general medicine)
generate independent diagnostic recommendations that are aggregated using a novel
proportional weighting rule inspired by collective intelligence. Each LLM agent
provides insights reflecting its domain expertise, reducing the likelihood of domain-
specific biases; (2) Human-in-the-Loop Coordination: Clinicians interact with the
aggregated recommendations to validate or refine diagnostic hypotheses. The system
incorporates clinician feedback as reinforcement signals to dynamically improve
the weighting mechanism and ensure relevance to real-world settings; (3) Adap-
tive Explainability and Causal Reasoning: The framework provides interpretable
insights by generating explanations for why certain diagnoses or treatment options
were prioritized. It also leverages causal inference to simulate ’what-if’ scenarios,
predicting potential outcomes of medical interventions. This integration ensures
that the system not only provides accurate predictions but also supports clinicians in
understanding the reasoning process. The novelty lies in combining LLM-driven
reasoning with collective intelligence mechanisms, enabling synergistic decision-
making in complex, high-stakes scenarios. Ethical principles such as differential
privacy, audit trails, and fairness are embedded into the system to ensure its safe and
ethical deployment in clinical environments.

• Experimental plan:
– Experiment step:

* "Step 1": "Dataset Construction: Create a cohesive multi-modal medical
dataset integrating structured EHR data, imaging data (e.g., chest X-rays,
MRIs), and time-series patient-specific data. This dataset will be augmented
by domain-specific annotations for differential diagnoses and causal rea-
soning to stress-test the collective intelligence mechanism.",
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* "Step 2": "Multi-Agent LLM Training: Train multiple specialized LLMs
using diverse medical datasets. Fine-tune each LLM on specific domains
(e.g., oncology, cardiology) for domain-specific expertise. Each LLM will
independently generate diagnostic recommendations for a shared set of
cases.",

* "Step 3": "Proportional Weighting Aggregation: Develop and integrate a
proportional weighting mechanism inspired by Paper 4. This mechanism
will aggregate the outputs of the multi-agent LLMs by assigning higher
weights to primary recommendations and reducing the influence of con-
flicting secondary diagnoses. The mechanism will dynamically adapt based
on the performance of each agent over time.",

* "Step 4": "Human-in-the-Loop Feedback: Implement a feedback loop
where clinicians validate or refine the aggregated recommendations. Feed-
back will be used to fine-tune the proportional weighting rule and improve
the system’s domain-specific reasoning capabilities through reinforcement
learning.",

* "Step 5": "Explainability and Causal Reasoning Module: Develop an ex-
plainability module where each LLM instance and the aggregated system
provide rationale for their diagnoses. Additionally, integrate a causal rea-
soning system to simulate ’what-if’ scenarios, allowing clinicians to explore
potential outcomes of various treatment options.",

* "Step 6": "Ethical Safeguards: Embed differential privacy mechanisms for
data security and audit trail systems to maintain transparency in the decision-
making process. Ensure fairness by testing the system’s performance on
diverse patient demographics and pathology types.",

* "Step 7": "Evaluation and Benchmarking: Evaluate the system on a syn-
thetic and real-world dataset, benchmarking its performance against state-
of-the-art models like GPT-4 and MedFusion-RLX. Metrics will include
Top-1 diagnostic accuracy, diagnostic diversity, explainability quality, and
clinician trust measured through usability surveys.",

* "Step 8": "Clinical Validation: Deploy the system in a controlled clinical
environment, focusing on complex cases requiring input from multiple
specialties (e.g., oncology, radiology, and cardiology). Monitor the sys-
tem’s performance, adaptability, and clinician acceptance over an extended
period."

SCIPIP
• Motivation: Symptom-Condition Complexity Fusion Model**- **Details**: In-

troduce a **dual-stream architecture** for processing patient data with one stream
focused on unstructured natural language (patient symptoms, clinical notes) and the
other on structured complexity signals (e.g., rarity, outcome severity, comorbidity
risks). The architecture includes: 1. **Fusion Layer**: Combines unsupervised
embeddings from the natural language stream with complexity scores from the
structured data stream. This provides a **weighted joint-representation** of patient
data, where complexity-sensitive signals take priority in decision-making under
ambiguous conditions. 2. **Recalibration Module**: Reranks outputs based
on complexity thresholds. For instance, if multiple diagnostic suggestions share
similar probabilities, prioritize those involving higher-complexity conditions. -
**Enhancement**: Use a hybrid deep learning model, where the unstructured stream
employs transformers and the structured stream leverages graph neural networks
(GNNs) to model intricate patient-state relationships. Regularize the fusion layer
to avoid overfitting to either simple or complex cases. - **Output**: Enhances
the ability of LLMs to interpret ambiguous patient symptoms in the context of
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high-complexity medical conditions while retaining fluency in natural language
interactions.
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E Case 3

Target paper:
Koala: Key frame-conditioned long video-llm [39]
Target motivation:
Existing vLLMs struggle with understanding long videos due to the loss of fine-grained
spatiotemporal information when extracting key frames at a coarse rate. This limitation
hinders their performance on complex and long-term temporal understanding tasks. Koala
addresses this by introducing a novel approach that conditions the LLM on key frames to
aggregate spatiotemporal context over longer temporal horizons, aiming to improve long
video understanding.
Summary of target experiment:
Koala introduces Conditioned Segment (CS) and Conditioned Video (CV) tokenizer functions
that leverage learnable spatiotemporal queries to adapt the frozen video tokenizer function in
pretrained vLLMs for long video understanding.
Designs of target experiment:

• Design 1:
– Design name: Conditioned Segment Tokenizer
– Description of design name: This tokenizer repurposes the key frames tok-

enizer to select important frame-level information pertinent to both the local
context of each segment and the global context of the key frames tokens. It
modifies the video QFormer to condition on key frame tokens when aggregating
input video segment features, ensuring compatibility with the video QFormer
through learnable queries.

• Design 2:
– Design name: Conditioned Video Tokenizer
– Description of design name: This tokenizer reasons about important spa-

tiotemporal relationships across segments, modeling how local segments are
related to each other conditioned on the global context of the entire video. It
introduces learnable temporal and concept queries to adapt segment tokens for
compatibility with the video QFormer, facilitating the dissemination of global
video context to more fine-grained visual concepts.

Topic: The topic of this paper is improving long video understanding in video-Large Lan-
guage Models (vLLMs).
Inspiration papers:

• Videochat: Chat-centric video understanding [40]
• Egoschema: A diagnostic benchmark for very long-form video language understand-

ing [41]
• Howto100m: Learning a text-video embedding by watching hundred million nar-

rated video clips [42]
• Video-llama: An instruction-tuned audio-visual language model for video under-

standing [43]
• Seed-bench: Benchmarking multimodal llms with generative comprehension [44]

AI-Researcher:
• Motivation: Existing methods like VideoChat-Embed and mPLUG-Owl attempt to

process long videos but fail for two key reasons: (1) dense embeddings often lead
to loss of crucial long-term contextual dependencies, (2) reasoning over such long
contexts is computationally expensive and challenging for current vLLMs. Inspired
by how humans process long narratives—by segmenting them into smaller, coherent
chunks for easier understanding—we propose a novel approach called Temporal-
Decomposition Prompting (TDP). By breaking videos into smaller, manageable

31



temporal segments and reasoning step-by-step, we aim to preserve coherence and
enable improved long-term reasoning. TDP explicitly guides vLLMs to focus on key
parts of the video iteratively, enabling better temporal inference and spatiotemporal
alignment. This method avoids computational overload while resolving deficiencies
in existing baselines.

• Experimental plan:
– Proposed Method: Temporal-Decomposition Prompting (TDP) is designed to

segment, summarize, and reason over long videos iteratively. Here’s a break-
down of how the method works:1. **Temporal Segmentation**: Using video
metadata or scene detection tools (e.g., shot boundary detection algorithms,
heuristic segmentation every 30 seconds), the video is divided into temporally
coherent segments.2. **Segment Summarization**: For each segment, the
vLLM is prompted to summarize the segment’s key spatiotemporal details (e.g.,
Summarize Segment X What events occur in this timeframe?).3. **Reasoning
Across Segments**: The summaries from all segments are stitched together
and aligned for higher-level reasoning. Prompts guide the model to perform
complex tasks such as event alignment, cause-effect reasoning, and temporal
ordering using phrases such as Combine events from Segment X and Segment
Y and infer their relationship. 4. **Iterative Refinement**: If needed, the
model revisits segments and updates reasoning outputs for improved coherence
and consistency. For example, the model is guided with iterative prompts
like, Analyze any inconsistencies or unclear relations between summaries and
resolve them.With this methodology, we ensure the model processes videos
incrementally, focusing on one part of the video at a time while continuously
maintaining long-term coherence.

– Experiment step:
* "Step 1: Gather Datasets": "We will use datasets that span complex long-

term video contexts requiring fine-grained temporal understanding, such as
Ego4D (for egocentric long video tasks) and VidSitu (for spatiotemporal
understanding). Select subsets of the data that involve video clips lasting
several minutes and require temporal reasoning capabilities.",

* "Step 2: Implement Temporal Segmentation": "Use automated scene de-
tection algorithms like PySceneDetect or temporal heuristics (e.g., divide
videos into 30-second clips) to represent coherent segments. Annotate
each segment with time boundaries.Example implementation:- Input video:
’walking_dog.mp4’- Output: Segment timestamps [(0s-30s), (30s-60s),
(60s-90s)...]",

* "Step 3: Construct Baseline Prompts": "Design baseline prompts for the
vLLM to process the entire video directly without decomposition. Use state-
of-the-art models (e.g., GPT-4 vision API or mPLUG-Owl) with prompts
like: Baseline Prompt: "Summarize the events of the entire video. Focus
on describing all key actions and objects. Output expectations for these
prompts will be used for comparison later.",

* "Step 4: Construct Temporal-Decomposition Prompts": "Design decompo-
sition-specific prompts for:(1) Segment Summarization:- Example Prompt:
"For Segment [X time interval], summarize the main events. Be specific
about what happens, who or what is involved, and their actions."(2) Segment
Alignment and Reasoning:- Example Prompt: "Combine the key events
from Segment X and Segment Y. Are the events causally related? If yes,
explain how. If not, infer temporal dependencies like 2018 before 2019 or
2018 after 2019."(3) Full Video Reconstruction:- Example Prompt: "Using
the summaries of all segments, reconstruct the full narrative, maintaining
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chronological order. Highlight any interactions between entities across the
segments.",

* "Step 5: Select Models": "We test GPT-4 Vision API as the main vLLM
model along with comparison models such as mPLUG-Owl and VideoChat-
Embed. For open-source options, use LLaVA, mPLUG, and MiniGPT-4
(if the videos can be converted into image-frame-based inputs for these
models).",

* "Step 6: Generate Results": "Feed the video clips into the models using
both baseline prompts and TDP prompts. Record outputs for all test videos.
Extract segment-level summaries, alignment narratives, and final video
summaries.",

* "Step 7: Evaluate Results": "Use the following evaluation metrics:1.
**Causal Inference Accuracy (Ego4D)**: Measure how accurately the
model predicts causal relationships in video events.2. **Temporal Align-
ment Consistency (VidSitu)**: Quantify correctness in event ordering and
alignment scores provided in VidSitu annotations.3. **Long-term Mem-
ory Probing**: Test the model’s ability to recall events from early video
segments, ensuring no significant context loss.4. **Human Judgments
(Optional)**: Inspect outputs qualitatively for coherence and alignment
using comparison methods where automated metrics are limited.",

* "Step 8: Analyze and Compare Baselines vs TDP": "Perform comparative
analysis to show the advantages of TDP over baseline methods. Focus on:1.
Ability to preserve context from start to end of long videos.2. Consistency
in causal reasoning across multiple segments.3. Reductions in memory
issues and hallucinations.",

* "Step 9: Perform Ablations": "Test the performance of TDP by selectively
removing one of the key steps (e.g., omit iterative refinement or alignment
reasoning prompts) to evaluate which components are most critical."

AI-Scientist:
• Motivation: Existing vLLMs struggle with long-form video understanding due to

memory constraints, inefficient temporal reasoning, and short temporal certificates
in datasets. VideoChat’s VLTF and Video-LLaMA’s Q-formers partially address
cross-modality alignment but falter with long-term dependencies. EgoSchema
emphasizes temporal hardness but lacks a memory-aware approach. SEED-Bench
provides generative comprehension evaluation but is limited in fine-grained temporal
understanding. This work aims to introduce a memory-augmented framework to ef-
ficiently manage long-term temporal dependencies and improve temporal reasoning
capabilities in vLLMs.

• Experimental plan:
– Experiment step:

* "Step1 Develop a memory-augmented vLLM architecture.": "Introduce a
memory module (e.g., transformer-based memory or recurrent memory)
within the VLTF/Q-former architecture to retain temporal information
across video segments.", "Implement a memory update mechanism that
compresses past video frames and dialogues into high-dimensional memory
embeddings, preserving critical spatiotemporal information.", "Modify the
attention mechanism to retrieve relevant information from the memory
module for reasoning over long-term dependencies."

* "Step2 Temporal-aware sampling and dataset preparation.": "Modify ex-
isting video datasets (e.g., WebVid-10M, SEED-Bench) by introducing a
**Memory Temporal Certificate** (MTC) metric, which evaluates how
well models utilize retained temporal knowledge.", "Split long videos into
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chunks, ensuring temporal overlap between consecutive chunks, and inte-
grate memory-aware instructions during video question-answer dialogues.",
"Construct tasks involving incremental temporal inference (e.g., predicting
future actions based on past segments)."

* "Step3 Model training and evaluation.": "Pre-train the memory-augmented
vLLM on WebVid-10M and HowTo100M datasets using video-to-text gen-
eration tasks, incorporating the memory module during training.", "Fine-
tune the model on SEED-Bench and evaluate tasks requiring temporal
reasoning through MTC and other established metrics like temporal reten-
tion accuracy and incremental response accuracy.", "Compare performance
against baseline models (e.g., VideoChat, Video-LLaMA) to quantify im-
provements in long-term video understanding."

VIRSC:
• Motivation: This paper proposes a next-generation system for long video under-

standing in vLLMs called **Schema-Driven Causal vLLM (SDC-vLLM)**. The
system introduces a novel approach to explicitly decompose long videos into hi-
erarchical event schemas and build causal reasoning chains across these schemas.
The core innovation lies in three key components: (1) **Event Schema Abstrac-
tion Module (ESAM)**, a graph-based mechanism that segments long videos into
meaningful, high-level event schemas by clustering spatiotemporal features and
aligning them with semantic event patterns; (2) **Causal Chain Modeling (CCM)**,
a reinforcement learning-based module that dynamically learns the causal dependen-
cies between events, capturing both local and long-range cause-effect relationships
across the video’s timeline; and (3) **Event-Driven Adaptive Memory (EDAM)**,
an episodic memory system optimized to store and retrieve event representations and
causal links, reducing redundancy and focusing on high-level reasoning. The system
integrates these components with hierarchical modeling and adaptive compression
to achieve efficient and scalable understanding of long videos. By emphasizing
schema-driven reasoning and causality, SDC-vLLM fills a critical gap in the vLLM
landscape, enabling advanced tasks such as causal inference, event prediction, and
multi-step reasoning in video-based question answering.

• Experimental plan:
– Experiment step:

* "Step1: Dataset Construction": "Construct a novel dataset, **CausalEvents-
10K**, specifically tailored to long video causal reasoning. Extend existing
datasets (e.g., YouTube-8M, ActivityNet, Ego4D) by annotating long videos
with event schema metadata and causal links between events. Use GPT-4
to assist in generating causal event annotations and multi-step reasoning
questions. Human curation ensures high-quality, diverse, and temporally
challenging samples spanning >=10-minute durations. Each video is
paired with hierarchical event schema graphs and causal annotations, em-
phasizing abstract, high-level structures.",

* " "Step2: Model Design":
· "Event Schema Abstraction Module (ESAM)": "Develop a graph-based

clustering algorithm that processes sliding window video embeddings to
identify recurring high-level events. Each event schema is represented
as a graph node, with temporal relationships forming edges. Pre-trained
semantic embeddings align video segments with known event patterns,
providing interpretable schema representations.",

· "Causal Chain Modeling (CCM)": "Train a reinforcement learning agent
to map causal relationships between events. The agent learns to traverse
the event schema graph, identifying local and global causal dependencies
across the timeline. Supervised pretraining on causal datasets and policy
gradient fine-tuning ensure robust cause-effect reasoning.",
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· "Event-Driven Adaptive Memory (EDAM)": "Design an episodic mem-
ory bank optimized for event schema storage. The memory system
dynamically ranks and stores key events and their causal links, removing
irrelevant or redundant details. It integrates hierarchical aggregation,
compressing lower-level spatiotemporal features into schema-centric
memory representations.",

· "Integration with LLM": "Incorporate the schema and causal representa-
tions into an LLM such as GPT-4, enabling multi-round reasoning. The
LLM is fine-tuned to process event schemas and causal graphs, enabling
it to answer multi-step questions requiring deep causal inference and
event prediction."

* "Step3: Training":
· "Stage1: Pretraining": "Pretrain the video encoder, ESAM, and CCM on

large-scale video-text datasets, ensuring alignment between spatiotempo-
ral features, event segmentation, and causal reasoning embeddings. Use
datasets like Ego4D and YouTube-8M as foundational corpora.",

· "Stage2: Instruction Fine-Tuning": "Fine-tune the entire system on
CausalEvents-10K, focusing on multi-step reasoning tasks, causal infer-
ence, and event prediction. Use diverse instruction types such as ’What
caused Event X?’ or ’What is the expected outcome of Event Y?’

· "Stage3: Memory Optimization": "Optimize EDAM using reinforcement
learning to ensure efficient memory storage and retrieval. The reward sig-
nal prioritizes the retention of causally important events while discarding
irrelevant details, improving long-term reasoning efficiency."

* "Step4: Evaluation":
· "Metrics": "Evaluate using benchmarks such as ActivityNet-QA, Cha-

rades, and the new CausalEvents-10K. Key metrics include causal infer-
ence accuracy, temporal reasoning F1-score, and multi-step QA success
rate. Introduce novel metrics like ’Causal Chain Completion’ to assess
the system’s ability to reconstruct cause-effect relationships in unseen
videos.",

· "Baselines": "Compare SDC-vLLM against existing models like HMA-
vLLM, EgoSchema-based benchmarks, and VideoChat. Assess perfor-
mance on tasks such as causal inference, event prediction, and schema-
based QA.",

· "Ablation Studies": "Conduct extensive ablations to analyze the contri-
butions of ESAM, CCM, EDAM, and the hierarchical modeling pipeline.
Test performance with and without causal annotations to evaluate the
impact of explicit causality modeling."

SCIPIP
• Motivation: **Hierarchical Temporal Graph Memory with Multimodal

Integration**- **Details**: Extend the hierarchical memory framework by con-
structing a **Hierarchical Temporal Graph (HTG)** where temporal segments
(e.g., frames, shots, scenes) are represented as nodes across multiple abstraction
levels. Graph Neural Networks (GNNs) encode the intra-level relationships be-
tween nodes (e.g., action similarity in frames, semantic coherence across scenes)
while inter-level attention mechanisms facilitate information flow across levels of
hierarchy. Each node supports **multimodal embeddings** (video frames, audio
waveforms, subtitles) to unify representations across modalities. Temporal coher-
ence is further enhanced using **adaptive graph updates**, where low-importance
segments (identified through semantic scoring) are compressed into merged nodes,
and high-importance segments are retained in fine-grained form. Knowledge is
propagated across the graph hierarchy using memory-enhancing mechanisms such
as Transformer-based attention layers. This representation captures both granular
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details (at low levels) and abstract/event-level summaries (at high levels), making it
well-suited for long-form video reasoning.
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F Case 4

Target paper: R-tuning: Instructing large language models to say ‘I don’t know’ [45]
Target motivation:
LLMs have demonstrated remarkable performance across various tasks, but they often
generate non-existent facts, a phenomenon known as hallucination. Current instruction
tuning methods force models to complete sentences regardless of their knowledge, leading to
fabricated responses when questions are beyond their knowledge. This paper addresses the
gap between instruction tuning data and parametric knowledge, proposing a method to teach
models to refuse unknown questions, thereby mitigating hallucination and improving model
reliability.
Summary of target experiment:
The paper introduces Refusal-Aware Instruction Tuning (R-Tuning), a two-step approach:
(1) identifying uncertain questions by measuring the knowledge gap between instruction
tuning data and parametric knowledge, and (2) constructing refusal-aware data by appending
uncertainty expressions to uncertain questions, then fine-tuning the model on this data.
Designs of target experiment:

• Design 1:
– Design name: Refusal-Aware Data Identification
– Description of design name: The first step involves identifying uncertain ques-

tions by comparing the model’s predictions with ground-truth labels. Questions
are split into certain (D1) and uncertain (D0) sets based on whether the model’s
prediction matches the label. This step uses a supervised strategy to recognize
knowledge gaps between the model’s parametric knowledge and the training
data.

• Design 2:
– Design name: Refusal-Aware Data Construction
– Description of design name: The second step constructs refusal-aware data

by appending uncertainty expressions to uncertain questions and certainty
expressions to certain questions. This step uses a padding method to teach
the model to express uncertainty when answering uncertain questions and
confidence when answering certain questions.

Topic: The topic of this paper is mitigating hallucination in large language models by teaching
them to refuse unknown questions.
Inspiration papers:

• Selfcheckgpt: Zero-resource black-box hallucination detection for generative large
language models [46]

• On faithfulness and factuality in abstractive summarization [47]
• Measuring massive multitask language understanding [48]
• On calibration of modern neural networks [49]
• Llama: Open and efficient foundation language models [50]

AI-Researcher:
• Motivation: Prior methods like SelfCheckGPT and factual consistency scoring

aim to detect hallucinations but still operate with the assumption that LLMs must
provide an answer to every query. These approaches do not teach models to refuse
answers when faced with topics outside their expertise. Our proposed method,
Knowledge-Boundary Prompting, addresses this limitation by explicitly instructing
LLMs to identify their knowledge boundaries and refuse to answer when uncertain.
By focusing on refusal-based reasoning and providing clear refusal language, we
aim to reduce hallucinations and improve user trust. This approach leverages LLMs’
responsiveness to carefully designed prompts, avoiding the need for additional
supervision or human intervention in real-time interactions.
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• Experimental plan:
– Proposed Method: Knowledge-Boundary Prompting introduces a multi-step

prompting framework that teaches LLMs to refuse queries when uncertain.
The method involves:1. **Self-Evaluation:** The LLM is prompted to as-
sess whether the query falls within the scope of its training knowledge by
asking, "Have you encountered this topic during earlier training phases?"2.
**Refusal-Based Reasoning:** If uncertain, the LLM generates reasoning to
justify refusal, for example, "This query requires external information not
present in the training data."3. **Refusal Language Formulation:** The LLM
is prompted to provide explicit refusal responses, such as "I cannot confidently
answer this."By breaking down the refusal process into these structured steps,
the proposed method leverages the LLM’s existing capabilities for reasoning
and natural language expression, steering it toward safer behavior in scenarios
involving uncertainty.

– Experiment step:
* "Step 1: Gather Datasets": "We evaluate the efficacy of Knowledge-Bound-

ary Prompting using factual QA datasets that include both answerable
and unanswerable questions: 1. WebQuestions (for knowledge-intensive
questions). 2. Natural Questions (NQ) (for real-world queries with varying
complexity). 3. BoolQ (for binary yes/no questions). For unanswerable
queries, we use the *Unanswerable Questions* dataset (e.g., from SQuAD
2.0 or custom-generated unanswerable questions)."

* "Step 2: Construct Prompts": "We design the following prompts to
evaluate the baseline and the proposed Knowledge-Boundary Prompt-
ing method:**Baseline Prompts:**- Direct Prompting: Provide the query
directly to the LLM, e.g., "Who was President of the United States in
1800?"**Proposed Method Prompts:**1. **Self-Evaluation Prompt:**
Input: "[Query]. Have you encountered this topic before during earlier
training phases? Respond ’yes’ if this is within your knowledge, ’no’ if
unknown, or ’unsure’ if not fully certain."2. **Refusal-Based Reasoning
Prompt:** (Used when self-evaluation indicates "no" or "unsure") Input:
"Based on your assessment, explain why you cannot answer the query.
For example: ’This query requires external information not in my training
data.’"3. **Refusal Language Prompt:** (Used after refusal-based reason-
ing) Input: "Given your uncertainty, respond with an explicit refusal to
answer, such as: ’I cannot confidently answer this. Please consult a domain
expert or source like Wikipedia.’"We also design few-shot prompting ex-
periments by demonstrating refusals over similar questions in the prompt
context.",

* "Step 3: Select Models": "Evaluate the method on the following LLMs:-
GPT-3.5 (gpt-3.5-turbo, OpenAI API).- GPT-4 (gpt-4, OpenAI API).-
Claude 2 (Anthropic API).- Open-source large models such as LLaMA-2-
70B-chat.",

* "Step 4: Experimental Setup and Execution":
· "1. Query Dataset Sampling": "Select 500 answerable and 500 unan-

swerable queries from the datasets, ensuring balanced representation.
Specifically, unanswerable queries should cover a range of uncertainty
(e.g., ambiguous questions, factual errors, under-specified queries).",

· "2. Baseline Benchmarks": "Run baseline direct prompting on all queries
and record the outputs for comparison. Metrics include:- **Hallucination
Rate (HR):** Percentage of unanswerable queries where the LLM pro-
vides an incorrect answer instead of refusing.- **Correct Answer Rate
(CAR):** Percentage of answerable queries where the LLM provides
the correct answer.",

· "3. Apply Knowledge-Boundary Prompting": "Run the proposed multi-
step prompting method on the same set of queries and record the outputs
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for: a. **Self-Evaluation Predictions:** Record whether the LLM classi-
fied each query as ’known,’ ’unknown,’ or ’unsure.’ b. **Refusal Rea-
soning:** Generate reasons for refusals and validate their correctness
through manual inspection. c. **Refusal Responses:** Evaluate if the
language of the refusal explicitly conveys uncertainty (manually or via a
scoring script for refusal phrases).",

· "4. Metrics Collection": "Compare results across metrics: (i) **Refusal
Accuracy (RA):** Percentage of unanswerable queries correctly clas-
sified as unknown and refused. (ii) **Confidence Alignment (CA):**
Percentage of answerable queries classified as ’known’ or ’unsure’ with
correct answers.(iii) Compare HR, CAR, and RA between baseline and
proposed method."

* "Step 5: Analyze Results": "Conduct statistical analyses to compare base-
line and proposed methods. Key analyses include: - Change in HR between
baseline and Knowledge-Boundary Prompting. - Consistency of refusal
accuracy (RA) across datasets. - Performance variations across GPT-3.5,
GPT-4, Claude 2, and LLaMA-2-70B-chat."

AI-Scientist:
• Motivation: Large Language Models (LLMs) are prone to hallucinating when

presented with queries that are unverifiable or beyond their training data. While
prior research has explored hallucination detection methods (e.g., SelfCheckGPT)
and calibration techniques (e.g., temperature scaling), these methods focus on
post-hoc evaluations rather than proactive behavioral training. This paper aims
to address this gap by introducing a framework that teaches LLMs to refuse an-
swering unverifiable questions while maintaining performance on factual queries.
The inclusion of dynamic confidence thresholds and user-centric evaluation metrics
ensures scalability and generalization of the framework across domains.

• Experimental plan:
– Experiment step:

* "Step1": "Dataset Creation - Generate queries with verifiable and unverifi-
able content using existing datasets like WikiBio and XSUM. Label queries
as ’factual,’ ’hallucinated,’ or ’unknown’ based on human annotation. Ad-
ditionally, introduce domain-specific variations to ensure robustness across
multiple contexts.",

* "Step2": "Model Modification - Implement temperature scaling to calibrate
the model’s confidence on output probabilities. Introduce a dynamic thresh-
olding mechanism that adjusts the refusal confidence threshold based on
query complexity and domain.",

* "Step3": "Training - Train the LLM using a multitask objective: (i) factual
queries are answered normally, (ii) hallucinated content is flagged, and (iii)
unknown queries result in a refusal response such as ’I cannot answer this
question.’ Incorporate reinforcement learning to reward appropriate refusal
behavior based on dynamic thresholds.",

* "Step4": "Evaluation - Evaluate the model on a diverse test set of queries
covering multiple domains (e.g., medicine, law, psychology). Metrics
include accuracy for factual queries, precision for hallucination detection,
refusal rate for unknown questions, and user satisfaction scores for refusal
behavior measured via simulated evaluations.",

* "Step5": "Ablation Study - Test the importance of dynamic thresholding,
temperature scaling, and multitask training by removing each component
and measuring performance drops.",
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* "Step6": "Error Analysis - Analyze failure cases to identify patterns in the
model’s refusal behavior, particularly focusing on borderline queries where
confidence is ambiguous."

VIRSC:
• Motivation: Building on the reactive retrieval mechanism for mitigating halluci-

nation in LLMs, this idea introduces a ’Proactive Knowledge Gap Identification
and Dynamic Retrieval Framework’ (PKG-DRF) to augment LLMs with antici-
patory epistemic capabilities. The system operates in two layers: (1) A proactive
knowledge gap detection module that evaluates the model’s internal knowledge base
against domain-specific benchmarks and real-time updates. This module identifies
potential gaps before deployment by self-assessing the model’s knowledge across
key domains and noting areas that require supplemental information; and (2) A
dynamic retrieval mechanism that periodically queries trusted external databases and
updates the model’s external knowledge graph in real time. Additionally, the system
incorporates a domain-adaptive hallucination prevention mechanism, enabling it
to fine-tune retrieval and response generation strategies based on domain-specific
needs (e.g., stricter factuality thresholds in healthcare, balanced reasoning in law).
Unlike traditional reactive systems that address hallucination only when unknown
queries arise, this framework proactively increases the model’s preparedness and
adaptability across dynamic use cases. This approach not only mitigates hallucina-
tion but also enhances the model’s contextual awareness, factuality, and user trust in
real-world, high-stakes applications.

• Experimental plan:
– Experiment step:

* "Step1": "Develop a multi-domain evaluation and self-assessment dataset
to train the proactive knowledge gap detection module. This dataset should
include structured benchmarks for domains such as healthcare, law, and
education, as well as real-time updates like recent medical discoveries or
new legal precedents. Use human experts to annotate gaps in the model’s
performance for these tasks, creating a training signal for the proactive
evaluation mechanism.",

* "Step2": "Fine-tune the proactive knowledge gap detection module on the
multi-domain dataset. Train the model to assign ’knowledge completeness
scores’ across domains, identifying areas where its internal knowledge is
insufficient or outdated. Integrate this module into the model’s pretraining
and fine-tuning pipeline to dynamically assess and flag knowledge gaps
during training.",

* "Step3": "Develop a dynamic retrieval mechanism designed to periodically
access and integrate information from trusted, domain-specific knowledge
bases. This mechanism should update a lightweight external knowledge
graph that the LLM can reference during inference. For example, medical
information can be retrieved from PubMed, legal data from government
portals, and educational content from standardized academic databases.",

* "Step4": "Combine the proactive knowledge gap detection module with the
retrieval mechanism to enable real-time gap assessment and retrieval during
both fine-tuning and deployment. For known knowledge gaps, retrieve and
integrate the missing information; for ambiguous or speculative queries,
the model should either refuse to answer or provide a transparent response
citing its limitations or the retrieved sources.",

* "Step5": "Design a domain-adaptive hallucination prevention mechanism
that adjusts retrieval precision and response construction based on the
domain. For instance, in high-stakes applications like healthcare, prioritize
factual accuracy and verifiability by using stricter entailment techniques.
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In less critical contexts like general education, balance factuality with
creativity.",

* "Step6": "Evaluate the system on both static and dynamic benchmarks. Use
established benchmarks such as TruthfulQA and LAMA for static evalua-
tion, and introduce dynamic benchmarks that simulate real-world scenarios
with evolving knowledge requirements (e.g., new medical guidelines, legal
rulings, or academic discoveries). Metrics should include hallucination
rates, retrieval relevance, knowledge gap coverage, and response trans-
parency.",

* "Step7": "Test the model in real-world, high-stakes domains with end-
users and domain experts. Analyze qualitative and quantitative metrics
such as user trust scores, error mitigation rates, and domain-specific perfor-
mance. Identify edge cases where proactive retrieval or domain-adaptive
mechanisms fail, and refine the system iteratively to address these gaps."

SCIPIP
• Motivation: Multi-Modal Dynamic Confidence Calibration and Refusal System

(MM-DCCRS)** - **Details**: Merge **Dynamic Multi-Modal Confidence and
Uncertainty Alignment (DMC-UA)** and elements of **Metacognition Module
with Contradiction Injection (MCM-CI)** into a streamlined yet powerful frame-
work. This approach dynamically calibrates confidence levels across multiple
modalities (e.g., text, retrieved knowledge, images) using a probabilistic scoring
system. The model evaluates internal consistency by cross-referencing confidence
across modalities. Divergence in confidence metrics or detection of ambiguous
data triggers the refusal mechanism. The calibration system is further enhanced
by training with contradiction injection, where ambiguous or contradictory queries
are deliberately fed into the model to strengthen its ability to detect and respond
appropriately to uncertainty.
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G Prompt for summary target paper.

System Prompt:
You are an AI assistant tasked with summarizing research papers in a structured and clear
manner.
User Instructions: Please summarize the following research paper by providing the following
details in JSON format:

• Topic: Identify the key concepts, research questions, or objectives discussed in the
paper. Summarize the main topic in one or two sentences, ensuring it captures the
essence of the paper. Avoid including unnecessary details or examples.

• Motivation: Provide an explanation of the current state of the field. What are the
key achievements in this area of research, and what are the limitations or open
challenges that this paper addresses? Describe why this research is important and
how it aims to contribute to advancing the field.

• Method: Explain the methodology used in the paper. In particular, describe the
specific designs or approaches the authors implemented to address the limitations
or gaps identified in the motivation. Provide a summary of the targeted designs,
followed by a detailed explanation of each design individually.

– Summary: Give an overview of the key innovations or design choices made to
overcome existing limitations in the field.

– Detailed designs: For each targeted design, provide a thorough explanation.
Discuss innovations in model architecture, algorithms, data processing tech-
niques, or training strategies. Please anonymize the names of the methods in
the descriptions.

– Problems solved: List the specific problems that each design addresses, sepa-
rately.

– Datasets: Mention the datasets used for training and testing the model, includ-
ing any unique characteristics or challenges they present.

– Metrics: Specify the evaluation metrics used to assess the model’s performance,
such as accuracy, precision, recall, F1 score, etc.

Ensure that the output adheres to the following requirements:
• Provide clear and concise explanations.
• Summarize the content in a structured, easy-to-read format.
• For the "method" section, ensure that:

– Targeted designs: The summary should provide an overview of the key inno-
vations or strategies.

– Individual designs: Determine what small designs make up the overall frame-
work, break down the whole framework into individual small design and use the
orignal sentece from the paper to explain them in detail separately, such as the
detail architectural changes, novel algorithms, or new techniques. Anonymize
the names of methods and techniques by describing them in a general sense,
avoiding any specific names.

– Problems solved: List the specific problems each design addresses separately
– Datasets: Mention the datasets used for training and testing the model, includ-

ing any unique characteristics or challenges they present.
– Metrics: Specify the evaluation metrics used to assess the model’s performance,

such as accuracy, precision, recall, F1 score, etc.
Use the following JSON structure for the output:

{
"topic": "The main research object and scope of the study",
"motivation": "Current state of the field, achievements, and
limitations addressed by this study",
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"method": {
"targeted_designs_summary": "A high-level summary of the designs
or innovations made to address limitations",
"targeted_designs_details": [

{
"design_name": "Name of the design",
"description": "Detailed explanation of this design,
including its purpose, how it addresses limitations, and any
novel aspects (anonymized)",
"problems_solved": "Problem that this design solve"

},
{

"design_name": "Name of another design",
"description": "Detailed explanation of this design
(anonymized)",
"problems_solved": "Problem that this design solve"

}
],
"datasets": "Datasets used in the experiments",
"metrics": "Evaluation metrics used to assess the effectiveness
of the approach"

}
}

Here is the provided paper:
[Paper Content]
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H Prompt for find most cited paper.

System Prompt:
You are an academic assistant tasked with analyzing a research paper and identifying the top
most-cited references within it. For each reference, provide the title, the cited number, and
the sections where the reference is cited, along with the cited number in each section.
User Instructions:
Please follow the following steps for analysis:

• Read the entire thesis carefully and count the number of citations for each reference.
• Identify the top ten references with the highest number of citations.
• For each selected reference, determine its title, the total number of citations, as well

as the chapters in which it is cited and the number of citations in each chapter.
• Output the results in the following JSON structure in descending order of the number

of citations:
Use the following JSON structure for the output:

{
"top_references": [

{
"rank": 1,
"title": "A Comprehensive Study on Machine Learning
Techniques",
"cited_number": 5,
"sections": [

{"name": "Introduction", "cited_number": 3},
{"name": "Literature Review", "cited_number": 2}

]
},
{

"rank": 2,
"title": "Deep Learning for Natural Language
Processing",
"cited_number": 5,
"sections": [

{"name": "Methodology", "cited_number": 3},
{"name": "Results", "cited_number": 2}

]
},
{

"rank": 3,
"title": "Neural Networks and Their Applications",
"cited_number": 4,
"sections": [

{"name": "Literature Review", "cited_number": 2},
{"name": "Discussion", "cited_number": 2}

]
},
{

"rank": 4,
"title": "Understanding AI Algorithms in Modern
Computing",
"cited_number": 4,
"sections": [

{"name": "Introduction", "cited_number": 3},
{"name": "Conclusion", "cited_number": 1}

]

44



},
{

"rank": 5,
"title": "Advances in Supervised Learning",
"cited_number": 3,
"sections": [

{"name": "Methodology", "cited_number": 3}
]

},
{

"rank": 6,
"title": "Applications of AI in Healthcare",
"cited_number": 3,
"sections": [

{"name": "Literature Review", "cited_number": 2},
{"name": "Discussion", "cited_number": 1}

]
},
{

"rank": 7,
"title": "A Survey of Reinforcement Learning
Techniques",
"cited_number": 2,
"sections": [

{"name": "Introduction", "cited_number": 2}
]

},
{

"rank": 8,
"title": "The Evolution of Neural Network Models",
"cited_number": 2,
"sections": [

{"name": "Methodology", "cited_number": 2}
]

},
{

"rank": 9,
"title": "Optimization Methods in Machine Learning",
"cited_number": 2,
"sections": [

{"name": "Literature Review", "cited_number": 1},
{"name": "Results", "cited_number": 1}

]
},
{

"rank": 10,
"title": "Data Mining and Its Challenges",
"cited_number": 1,
"sections": [

{"name": "Conclusion", "cited_number": 1}
]

}
]

}

Here is the provided paper:
[Paper Content]
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I Prompt for clean topic.

System Prompt:
You are an expert in academic writing and text analysis. Your task is to evaluate whether a
given topic statement is concise, specific, and focused on the core theme. The topic should
avoid unnecessary details or examples that don’t directly contribute to the core concept. Your
goal is to remove unnecessary content, leaving just the essential theme.
Provide your output in JSON format, following the instructions precisely.
User Instructions:

• Carefully read the provided topic statement and motvaiton.
• Assess if the statement contains unnecessary details, such as specific methods, ex-

amples, or tangential content. Focus on identifying any overly specific explanations
that don’t contribute to the core subject.

• If unnecessary details are found, suggest a revised version of the topic that keeps
only the main subject, removing extraneous content. The revised version should
follow the format: "The topic of this paper is [revised topic].

• If no unnecessary details are found, confirm that the topic is concise and specific.
• Format your output as a JSON object with the following keys:

– original_topic: The original topic statement provided.
– contains_unnecessary_details: A boolean value (true or false) indicating

whether unnecessary details or examples are present.
– revised_topic: If unnecessary details are found, provide a revised version of

the topic statement in the format "The topic of this paper is [revised topic]." If
no unnecessary details are found, set this to null.

Example Input:
"The paper introduces a novel Part Re-projection Distance Loss
(PRDL) for 3D face reconstruction, leveraging facial part
segmentation to improve alignment and reconstruction accuracy,
especially for extreme expressions."

Example Output:

{
"original_topic": "The paper introduces a novel Part Re-projection
Distance Loss (PRDL) for 3D face reconstruction, leveraging facial
part segmentation to improve alignment and reconstruction accuracy,
especially for extreme expressions.",
"contains_unnecessary_details": True,
"revised_topic": "The topic of this paper is 3D face reconstruction."
}

Here is a motivation for reference:
[Motivation]
Now, evaluate the following topic statement:
[Topic]
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J Prompt for split topic.

System Prompt:
You are an assistant specializing in extracting key, relevant keywords from a provided topic.
Your goal is to identify specific keywords that directly represent the corefocus of the text.
These keywords should be clear, precise, and directly linked to the topic’s content. Avoid
using broad, vague, or overly general terms.
User Instructions:

• Carefully read the provided topic to fully understand its core focus.
• Extract specific, important keywords that are closely tied to the core themes, con-

cepts, or findings of the topic. These keywords should be essential to understanding
the subject matter.

• Rank the extracted keywords by relevance, starting with the most important.
• For each keyword, provide a concise explanation that justifies its ranking and details

how it connects to the main focus of the topic.
• The output should be in JSON format with each keyword and its explanation as a

dictionary object.
Input:
Topic: [Topic]
Output:

• "rank": The position of the keyword based on its relevance, with 1 being the most
important.

• "keyword": The specific keyword that represents a key concept related to the topic.
• "explanation": A short justification for why this keyword is central to the topic.

Output Format:
The output should be in JSON format with the following structure:

{
"keywords": [

{
"rank": 1,
"keyword": "Keyword 1",
"explanation": "Explanation of why this keyword is the
most relevant."

},
{

"rank": 2,
"keyword": "Keyword 2",
"explanation": "Explanation of why this keyword is the
second relevant."

},
...

]
}
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K Prompt for get content of reference paper.

System Prompt:
You are a scientific research expert, tasked with extracting and summarizing information from
provided paper content relevant to the topic: topic. Your deliverables will include pertinent
references, extracted entities, a detailed summary, and the experimental design.
User Instructions:
The topic you are studying is: [topic]. (Ensure that the references are pertinent to this topic.)
Extraction Requirements:
Entities

• Identify unique entities mentioned in the paper, such as model names, datasets,
metrics, and specialized terminology.

• Format the entities with a name followed by a brief description.
• Ensure all entities are relevant to the specified topic ([topic]).

Summary Idea:
• Background: Elaborate on the task’s context and previous work, outlining the

starting point of this paper.
• Novelty: Describe the main innovations and contributions of this paper in compari-

son to prior work.
• Contribution: Explain the primary methods used, detailing the theory and functions

of each core component.
• Detail Reason: Provide a thorough explanation of why the chosen methods are

effective, including implementation details for further research.
• Limitation: Discuss current shortcomings of the approach.

Relevance Criteria:
• Method Relevance: References must directly correlate with the paper’s methodology,

indicating improvements or modifications.
• Task Relevance: References should address the same task, even if methods differ,

better have the same topic topic.
• Baseline Relevance: References should serve as baselines for the methods discussed

in the paper.
• Output Format: Provide references without author names or publication years,

formatted as titles only.
• Specific paper titles will be placed between <References></References>. Based on

the precise citation location and the corresponding ref_id in the paper, you need to
infer the specific title of your output relevant references.

The paper content is as follows: [paper content]
Please provide the entities, summary idea, experimental design, and the three most relevant
references (Sort by relevance, with priority given to new ones with the same level of relevance,
do not reference the original paper.) based on the paper’s content. Note: Ensure the references
are pertinent to the topic you are studying: topic. If there are no relevant references, output
<references>[]</references>.
Now please output strictly in the following format:

<entities>{{A list of entities you extract}}</entities>
<idea>{{Background: ... \nNovelty:
...\nContribution:...\nMethods:...\nDetail
reason:...\nLimitation:...\n }}</idea>
<experiment>{{Step1:... Step2:...}}</experiment>
<references>["{{Title1}}", "{{Title2}}", ...]</references>
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L Prompt for split the motivation and Experimental plan.

System Prompt:
You are required to act as an AI annotator and extract the methods mentioned or implied in the
motivation and Experimental plan sections of the provided academic paper. The extraction
should be done sentence by sentence, identifying any potential methods or techniques, whether
explicitly stated or indirectly suggested.
A "method" or "technique" refers to a specific approach, algorithm, procedure, tool, or
strategy mentioned or implied in the text. For each method, extract the core **keywords**
that best represent the technique or approach. If a specific name of a method is mentioned,
replace it with relevant keywords related to the technique. If the method is implied but not
directly named, infer the core **keywords** associated with the method based on the context.
For each sentence, follow these guidelines:

• Identify the method(s) or technique(s) mentioned in the sentence.
• If a specific name is used for a method, replace it with **keywords** related to the

technique (such as “neural network,” “classification,” “transfer learning,” etc.).
• If the method is implied but not directly named, infer the **keywords** that best

describe the core functionality or application of the method.
• Each method should be represented by a set of **keywords** that capture the

essence of the technique, without unnecessary details.
• Ensure that the **keywords** are distinct and representable in a simple form.

User Instructions: Please extract the methods mentioned or implied in the motivation and
Experimental plan sections of the following academic paper. For each sentence, identify
potential methods or techniques, whether explicitly stated or indirectly suggested.
Your response should be in JSON format, structured as follows:
{

"motivation": [
{

"sentence": "<The sentence from the motivation section>",
"methods": [

"<Keyword 1>",
"<Keyword 2>",
...

]
},
...

],
"experiment_plan": [

{
"sentence": "<The sentence from the Experimental plan
section>",
"methods": [

"<Keyword 1>",
"<Keyword 2>",
...

]
},
...

]
}
Input Example:
"State-of-the-art computer vision systems are trained to predict a
fixed set of predetermined object categories. To handle new
categories, transfer learning techniques are employed to adapt the
model to new data."
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Your Answer Example (in JSON format):
{

"motivation": [
{

"sentence": "State-of-the-art computer vision systems
are trained to predict a fixed set of predetermined
object categories.",
"methods": [

"training",
"object classification",
"feature extraction"

]
}

],
"experiment_plan": [

{
"sentence": "To handle new categories, transfer learning
techniques are employed to adapt the model to new data.",
"methods": [

"transfer learning",
"model adaptation",
"domain adaptation"

]
}

]
}
Here is the motivation and Experimental plan:
[motivation and Experimental plan]
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M Prompt for motivation to motivation matching.

System Prompt:
You are an AI trained to rigorously evaluate the similarity between two research motivations
by analyzing their structural alignment, theoretical foundations, and problem focus. Your task
is to compare each pair of motivations and determine how closely they address the same core
issues, challenges, or research gaps. Prioritize depth of analysis over superficial keyword
matching.
User Instructions: For each pair of motivations provided:

• Analyze Core Issues: Identify the central problem(s), challenge(s), or knowledge
gap(s) each motivation emphasizes.

• Compare Contextual Alignment: Assess whether the motivations operate within
the same domain, theoretical framework, or practical context.

• Evaluate Structural/Theoretical Overlap: Determine if they share methodologies,
hypotheses, or foundational theories (even if applied differently).

Rating Criteria:
Rate similarity on a scale of 1–5:

1. No Similarity: Entirely distinct problems, contexts, and methodologies.
2. Low Similarity: Minimal overlap in one aspect (e.g., tangential problem mention

but divergent focus/theory).
3. Moderate Similarity: Shared problem domain but differing approaches/theories

(e.g., both address climate change mitigation but focus on policy vs. technology).
4. High Similarity: Aligned problem focus and theory with minor differences in scope

or application (e.g., both study AI bias in healthcare, but one targets diagnostics and
the other patient data).

5. Complete Similarity: Identical problems, theories, and contextual applications.
Output Format:
Return a JSON object for each pair with:

• A numeric ‘rating‘ (1–5)
• A concise ‘explanation‘ highlighting specific overlaps and key distinctions (1–2

sentences).
Example Output:
{

"motivation_similarity": {
"rating": 4,
"explanation": "Both motivations address algorithmic bias in
healthcare AI, but Motivation A focuses on diagnostic
inaccuracies in radiology, while Motivation B emphasizes biases
in patient prioritization systems."
}

}
Here are the motivations:
Motivation 1: [motivation1]
Motivation 2: [motivation2]
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N Prompt for Experimental plan to experiment matching.

System Prompt:
You are an AI trained to evaluate the similarity between Experimental plans based on their
structure, theory, and problem focus. Your task is to compare each pair of Experimental plan
provided, focusing on the underlying issues and proposed solutions. Ignore the order of steps
or naming conventions used in the plans. Instead, assess if the plans tackle similar problems
or use comparable theoretical frameworks.
User Instructions:
Compare the two provided Experimental plans and assess their similarity using the criteria
below.
Evaluation Criteria:

• Structural Similarity:
– Do the plans share a comparable framework (e.g., hypothesis testing, control

groups, data analysis methods)?
– Ignore differences in step order or terminology.

• Theoretical Alignment: Do they rely on the same or related theories, principles, or
methodologies?

• Problem Focus: Do they address the same underlying problem or challenge, even
if solutions differ?

Rating Scale (1–5):
1. No similarity: Entirely different problems/theories/structures.
2. Low similarity: Minor overlap in one criterion (e.g., same problem but divergent

theories).
3. Moderate similarity: Align in 1–2 criteria with clear differences (e.g., shared

theory but distinct structures).
4. High similarity: Align in 2–3 criteria with minor discrepancies (e.g., same problem

and structure but different theories).
5. Complete similarity: Identical in all criteria.

Output Requirements:
• Return JSON format with ‘rating‘ (1–5) and ‘explanation‘.
• The explanation must explicitly reference structure, theory, and problem focus.

Example Output:

{
"experiment_plan_similarity": {

"rating": 3,
"explanation": "Both address energy efficiency (problem focus)
and use quantitative metrics (structure), but Plan 1 employs
machine learning (theory) while Plan 2 uses statistical modeling
(theory)."

}
}

Here are the Experimental plans:
Experimental plan 1: [experiment_plan1]
Experimental plan 2: [experiment_plan2]

52



O Prompt for idea to topic matching.

System Prompt:
You are a highly advanced AI tasked with evaluating research papers. When asked to evaluate
the alignment between the motivation and Experimental plan with the topic of the paper,
follow these guidelines:

• Motivation: Check if the rationale clearly explains why this topic is being explored
and how it connects to the broader context of the field. Identify the research gap or
problem being addressed and ensure that it directly connects with the topic.

• Experimental plan: Assess whether the experiment design is directly aligned with
the motivation. Determine if the methods proposed are appropriate for addressing
the research questions identified in the motivation and if they suit the topic under
investigation.

After evaluating, assign a compatibility score (1-5) based on the following scoring rubric:
User Instructions: Given the research paper’s topic, evaluate whether the motivation and
Experimental plan are aligned with the focus of the study. Provide a compatibility score from
1 to 5, where:

1. (Very Poor Alignment): The motivation and/or Experimental plan are completely un-
related to the topic. The motivation does not address the topic, and the Experimental
plan does not effectively test the research question posed.

2. (Poor Alignment): The motivation and/or Experimental plan are weakly connected
to the topic. The motivation addresses the topic but in a vague or unclear manner,
and the Experimental plan partially, but not effectively, tests the research question.

3. (Moderate Alignment): The motivation and Experimental plan are somewhat aligned
with the topic. The motivation explains the topic, but with some gaps in clarity, and
the Experimental plan mostly addresses the research question, though some methods
may not be optimal.

4. (Good Alignment): The motivation and Experimental plan are clearly aligned with
the topic. The motivation explains the research problem well, and the Experimental
plan is suitable and addresses the research question effectively.

5. (Excellent Alignment): The motivation and Experimental plan are perfectly aligned
with the topic. The motivation provides a strong, clear rationale for the study, and
the Experimental plan is highly suitable and directly addresses the research question
in a methodologically sound way.

Please output your evaluation in JSON format with the following structure:
Output Format:
Return a JSON object for each pair with: - A numeric ‘rating‘ (1–5) - A concise ‘explanation‘
highlighting specific overlaps and key distinctions (1–2 sentences).

{{"motivation": {{
"alignment": <score (1-5)>,
"comments": "<concise evaluation of motivation's alignment with
topic>"

}},
"experiment_plan": {{

"alignment": <score (1-5)>,
"comments": "<concise evaluation of Experimental plan's
alignment with topic>"

}}}}

Ensure the output contains the specific evaluations for the motivation, Experimental plan, and
an overall compatibility score.
Here are the input: Topic: [topic] Motivation: [motivation] Experimental plan: [experi-
ment_plan]
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P Prompt for MCQ motivation.

System Prompt:
You are an AI motivation analyzer. Your task is to compare a user-provided motivation against
four options (A, B, C, D) and identify the closest match. Follow these steps:

• Analyze the Input: Extract the core problem, theme, or goal from the input motiva-
tion.

• Compare Options: Evaluate each option (A-D) by identifying its primary focus
(problem addressed, underlying theme, or end goal).

• Match Criteria: Prioritize matches based on shared intent, not just keywords.
Discard superficial similarities.

• Explain Clearly: Highlight specific overlapping elements (e.g., "both target effi-
ciency improvement" or "address ethical concerns").

User Instructions:
Return a JSON response with:

• closest_option: The best-matched option (A-D).
• explanation: A concise, evidence-based comparison (1-2 sentences).

Input Motivation: [input_motivation]
Options:
- A: [option_a]
- B: [option_b]
- C: [option_c]
- D: [option_d]
Provide your response in JSON format as follows:
{
"closest_option": "A",
"explanation": "{input_motivation} aligns with Option A because both
[specific shared problem/theme/goal]. For example, [concrete
similarity]."
}
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Q Prompt for MCQ Experimental plan.

System Prompt:
You are an expert in comparative analysis of scientific methodologies. Your task is to match
an input Experimental plan to the most similar of four predefined plans (A, B, C, D) by
evaluating theoretical alignment and problem-solving focus.
Analysis Guidelines:

• Ignore:
– Step order and step names.
– Superficial differences in terminology.

• Compare using these criteria:
– Structural & Theoretical Alignment: Core framework, methodology organi-

zation, and foundational principles.
– Problem Focus: Type of challenges addressed, objectives prioritized, and

domain-specific issues targeted.
• Output Requirements:

– Return JSON with two keys: ‘closest_plan‘ (A-D) and ‘explanation‘ (3-5
sentences).

– In the explanation, explicitly address both structural/theoretical alignment
**and** problem focus.

User Instructions:
Analyze this input Experimental plan: [input_plan]

Compare it against these predefined plans:
- A: {plan_a}
- B: {plan_b}
- C: {plan_c}
- D: {plan_d}

Provide your response in JSON format as follows:

{
"closest_plan": "C",
"explanation": "The input plan {input_plan} aligns with Option C
structurally through... Simultaneously, both address... [Always
mention BOTH criteria]"
}
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R Prompt for idea competition.

System Prompt:
You are a judge in a competition. Your task is to evaluate and compare two ideas based on
their motivation and Experimental plans. You must decide which idea is better according to
the evaluation criteria provided. Be objective, avoid biases, and ensure your decision is based
solely on the quality of the ideas and experiments.
User Instructions:
The motivation and Experimental plan of idea0 is: [motivation0, experiment_plan0]
The motivation and Experimental plan of idea1 is: [motivation1, experiment_plan1]
The topic of the competition is: [topic]
Which motivation and experiment do you think is better? Please write a short paragraph to
explain your choice.
Here are your evaluation criteria:
1. Novelty: Are the problems or approaches new? Is this a novel combination of familiar
techniques? Is it clear how this work differs from previous contributions? Is related work
adequately referenced?
2. Significance: Are the ideas important? Are other people (practitioners or researchers)
likely to use these ideas or build on them? Does the idea address a difficult problem in a better
way than previous research? Does it provide a unique theoretical or pragmatic approach?
3. Quality: Is there a clear rationale for each step of the experimental design? Are the baseline
and evaluation metrics chosen appropriately? Has the design taken into account the potential
advantages and limitations of the methods used? Can this experimental design effectively
support the claims made in the idea.
4. Feasibility: Can the idea be realized with existing technology or methods? Are there any
technical difficulties or bottlenecks? Is the idea clear and logical? Is there any obvious error
or unreasonable part in the idea, and can the experiment be designed normally according to
this idea.
5. Clarity: Is the motivation and experiment clearly written? Does it provide enough
information for the expert reader to understand the experiment? Is it well organized? Does it
adequately inform the reader?
6. Relevance to Topic: Does the idea align with the provided topic? Does it address the core
themes or issues raised by the topic? How closely is the idea tied to the overall focus of the
competition?
Note: Avoid any position biases and ensure that the order in which the responses were
presented does not influence your decision. DO NOT allow the LENGTH of the responses to
influence your evaluation, choose the one that is straight-to-the-point instead of unnecessarily
verbose. Be as objective as possible. (very important!!!)
If you think idea0 is better than idea1, you should output 0. If you think idea1 is better than
idea0, you should output 1.
Your output should be strictly in the following JSON format:
{{

"Novelty_choice": {{
"thinking_process": "Your detailed reasoning here...",
"choice": <Your choice (0 or 1)>

}},
"Significance_choice": {{

"thinking_process": "Your detailed reasoning here...",
"choice": <Your choice (0 or 1)>

}},
"Feasibility_choice": {{

"thinking_process": "Your detailed reasoning here...",
"choice": <Your choice (0 or 1)>

}},
"Clarity_choice": {{

"thinking_process": "Your detailed reasoning here...",
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"choice": <Your choice (0 or 1)>
}},
"Relevance_choice": {{

"thinking_process": "Your detailed reasoning here...",
"choice": <Your choice (0 or 1)>

}}

"Final_choice": <Your choice (0 or 1)>
}}
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