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The Global Education 2030 Agenda
UNESCO, as the United Nations’ specialized agency for 
education, is entrusted to lead and coordinate the 
Education 2030 Agenda, which is part of a global 
movement to eradicate poverty through 17 Sustainable 
Development Goals by 2030. Education, essential to 
achieve all of these goals, has its own dedicated Goal 4, 
which aims to “ensure inclusive and equitable quality 
education and promote lifelong learning opportunities 
for all.” The Education 2030 Framework for Action 
provides guidance for the implementation of this 
ambitious goal and commitments. 

UNESCO – a global leader in education
Education is UNESCO’s top priority because it is a 
basic human right and the foundation for peace 
and sustainable development. UNESCO is the 
United Nations’ specialized agency for education, 
providing global and regional leadership to drive 
progress, strengthening the resilience and capacity 
of national systems to serve all learners. UNESCO 
also leads e�orts to respond to contemporary 
global challenges through transformative learning, 
with special focus on gender equality and Africa 
across all actions.
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S H O R T  S U M M A R Y

“Since wars begin in the minds of men and 
women it is in the minds of men and women 
that the defences of peace must be constructed”

Shaping the use of AI in education 
through collective dialogue
Artificial intelligence (AI) is reshaping the way we learn, teach and 
make sense of the world around us, but it is doing so unequally. 
While one-third of humanity remains offline, access to the most 
cutting-edge AI models is reserved for those with subscriptions, 
infrastructure and linguistic advantage. 

These disparities not only restrict who can use AI, 
but also determine whose knowledge, values and 
languages dominate the systems that increasingly 
influence education. 

This anthology explores the philosophical, 
ethical and pedagogical dilemmas posed by 
disruptive influence of AI in education. Bringing 
together insights from global thinkers, leaders 
and changemakers, the collection challenges 
assumptions, surfaces frictions, provokes contestation, 
and sparks audacious new visions for equitable human-
machine co-creation.

Covering themes from dismantling outdated assessment systems to 
cultivating an ethics of care, the 21 think pieces in this volume take 
a step towards building a global commons for dialogue and action, 
a shared space to think together, debate across differences, and 
reimagine inclusive education in the age of AI. 

Building on UNESCO’s Recommendation on the Ethics of AI, its 
Guidance on Generative AI in Education and Research and its twin 
AI competency frameworks for teachers and students, such a global 
commons can direct collective sense-making and bold reimagination 
around curricula, pedagogy, governance and policy with human 
rights, justice and inclusion at its core.

Cutting-edge AI 
models empower 

some, while 1/3 of 
humanity remains 

offline
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Foreword

Artificial intelligence is entering education not quietly, but as a 
disruptive force, stirring hope, unease and tension. It unsettles 
familiar rituals of teaching and learning. 

A child in Ghana now practices algebra not only with his teacher 
but with an AI tutor on WhatsApp. A teenager in the United 
Kingdom of Great Britain and Northern Ireland confides her 
anxieties to an AI ‘companion’ that responds with reassuring 
prompts. At a Korean university, an AI avatar of a renowned 
professor delivers entire classes, across languages. 

These scenes were unthinkable a few years ago. Today they are multiplying across 
classrooms and homes worldwide. They show how AI is stepping into the spaces once 
reserved for humans: the personalized math coach, the apparently caring, nonjudgemental 
listener who is available 24-7, the digital university professor, promising new possibilities 
for learning, even as it exposes deep fault lines. Classrooms once anchored in the slow work 
of pedagogy now contend with algorithms that accelerate, predict and reshape the very 
nature of knowledge. 

While emerging evidence shows mixed results, this growing presence of generative AI 
marks another major historical rupture in education. Now for the first time, machines are 
no longer only passive tools. They are fast becoming interactive actors and agents that talk 
back, respond and engage us as personalized tutors, companions and even professors, 
reshaping what it means to learn and teach. For some, they potentially offer a vision of 
how a personalized AI assistant may even be possible for every student, teacher, education 
manager and policy-maker, under appropriate infrastructural conditions.    

However, with this rupture comes profound contradictions and dilemmas.  Education is 
increasingly becoming a battleground for commercial frontier AI models that promise 
speed, efficiency and scale while also threatening the slowness where deep learning, 
reflection and human connection flourish. The same systems that open new vistas for 
learning have already shown how they also risk cognitive offloading, decline in critical 
thinking and reinforce divides of access, gender and language. As they generate data at 
unprecedented scale, they also raise unanswered questions of privacy, ethics, sovereignty 
and trust. 

© UNESCO



There are no simple directions to these dilemmas. These tensions demand collective 
sense-making, ethical imagination and courageous leadership. This volume of think pieces 
reflects UNESCO’s commitment to facilitate a global commons of dialogue and action 
on AI futures in education. It intentionally embraces divergent viewpoints as it invites 
nuanced insights that move beyond simplistic binaries. It surfaces current and anticipated 
AI disruptions, entangled dilemmas and contested directions for futures that are still in 
the making. Anchored in UNESCO’s 2021 report, Reimagining our futures together: a new 
social contract for education, these contributions reaffirm the importance of building a 
new social contract for education, involving human and non-human actors, yet places 
the transformative agency of human learners and teachers at the centre of technological 
change. 

I thank the contributors whose subtle and discerning perspectives illuminate the messy 
complexities of this moment, reminding us that inclusive, ethical AI futures are not only 
necessary, but possible. Their work invites us to deepen the quality of our collective 
thinking, explore bold innovations in research, policy and practice, and to ground our every 
step in evidence directed towards equity and inclusion. Above all they urge us to act in 
solidarity. UNESCO is proud to lead this charge. I invite you to join us in shaping a future 
where education is safeguarded as a public good, entangled with AI yes, but ultimately 
defined and dignified by our shared humanity.  
 

Stefania Giannini

Assistant Director-General for Education, UNESCO
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1.	Introduction: Reclaiming education’s public

purpose through dialogue

The emergence of artificial intelligence 
(AI) as a transformative presence in 
education is not a singular story. Instead, 
it is a set of unfolding, often contradictory, 
conversations that span disciplines, 
geographies, languages and world views. 
These conversations engage with urgent 
and unresolved questions about the nature 
of intelligence, the purpose of education 
and the futures we are co-constructing, 
consciously or otherwise, through our 
entanglements with AI. They encompass 
fields as diverse as computer science, 
philosophy, psychology and cognitive 
science. They are shaped by actors with 
vastly different interests and visions, some of 
whom are powerful and influential in their 
projection of AI as a positive disruption, 
even a remedy for long-standing challenges 
in education. Others warn that it deepens 
asymmetries, entrenches exclusions and 
threatens the relational core of education. 
From educator collectives drafting open 
letters on their refusal to use generative 
AI to researchers exploring alternatives to 
dominant machine-learning logics, the field 
is alive with contestation. 

As UNESCO has long affirmed, education 
is not only a vehicle for knowledge 
transmission, skills development or 
economic advancement. It is also a 
relational, social, ethical and civic 
undertaking, rooted in the values of human 
dignity, solidarity, inclusion and justice. 
Yet, many global discussions on AI and 
educational futures are driven by narrow 
metrics of innovation, often informed by 
commercially powerful actors and framed 
in terms of speed, scale and optimization. 
In such framings, the priorities of teachers, 
learners and communities, especially 

those in under-resourced or marginalized 
contexts, are frequently excluded. 
Perspectives from teachers working in 
constrained systems, students navigating 
linguistic and digital exclusions, and 
researchers outside elite institutions are too 
often absent from the global AI in education 
discourse. To challenge this, we need spaces 
where divergent perspectives can not only 
co-exist but meaningfully engage with one 
another.

In keeping with its role as a global convenor 
and a laboratory of ideas, UNESCO offers 
this volume as a space of dialogue. Its 
purpose is to contribute towards building 
a dialogic commons on AI in education, 
where diverse and even conflicting visions 
of AI and education can be made visible, 
heard and engaged. It brings together 
thinkers, educators and change-makers who 
do not treat AI as an abstract inevitability, 
but as a contested and situated presence 
in education systems already marked by 
deepening structural inequalities. In doing 
so, it seeks not to resolve debate, but 
to broaden the conversation, to surface 
silenced voices, to question dominant 
assumptions and to foreground more 
ethically grounded, culturally responsive 
and socially purposeful directions for 
educational futures. 

AI futures in education: Philosophical 
provocations

The contributions that follow open with 
philosophical provocations that invite us to 
look beyond the immediate promises and 
perils of AI and towards more fundamental 
questions about learning, being and 
becoming in an AI-augmented world. 
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A conversation with Báyò Akómoláfé invites 
us to consider AI not simply as a tool, but as 
a force that unsettles the ontological and 
epistemological foundations of education. 
Drawing from post-humanist and relational 
perspectives, he asks what it means to learn, 
teach and govern in a world increasingly 
shaped by ‘more-than-human’ systems. 
He calls for pedagogies that attend to 
disorientation and rupture, not as a problem 
to be solved, but as openings for new ways 
of sensing, relating and coexisting. His 
reflections urge education actors to move 
beyond the language of control, mastery 
and scalability, and to dwell in the spaces 
where dominant paradigms falter. 

In a complementary contribution, Bing Song 
invokes philosophical traditions grounded 
in harmony, relationality and inner 
cultivation. In contrast with models that 
frame AI in terms of autonomy, prediction 
and efficiency, her perspective invites 
education policy-makers to place wisdom 
education at the centre of curriculum 
and pedagogical reform. Here the goal is 
not only the acquisition of skills, but the 
cultivation of ethical discernment, self-
reflection and balance. These are qualities 
that are increasingly vital in a world marked 
by uncertainty and machine logics. 

Mary Rice and Joaquín T. Argüello de 
Jesús close this section with an evocative 
meditation on water as a metaphor for AI’s 
entanglement with education. Through a 
many-angled ‘assay’, they weave histories, 
political economies and ecologies of water 
with those of AI, drawing rich analogies 
between flows, reservoirs and currents of 
power and knowledge. Their reflection 
offers a textured time-sensitive exploration 
of how play, learning and the governance 
of life-sustaining systems, such as water, 
might guide us towards more generative AI 
futures. 

Debating the powers and perils of AI

Each week brings new breakthroughs in 
generative AI, fuelling bold claims that 
machines may soon match or surpass 
human cognitive abilities. Visions of Artificial 
General Intelligence (AGI) or even Artificial 
Super Intelligence (ASI) imagine futures 
where AI not only reshapes how we learn 
but also redefines what we value and how 
we understand intelligence itself. These 
projections carry profound implications for 
education, challenging us to reconsider its 
purpose, priorities and what it means to be 
human in a world increasingly shaped by 
machines. 

Offering an industry view, Andreas Horn 
reflects on how AI’s presence in education 
provides a critical moment for decisive 
leadership and action. He proposes a 
pragmatic roadmap that places pedagogy 
first, invests in teachers, promotes the 
selective use of AI where it adds value, 
mandates compulsory AI literacy, sets 
guardrails, and prepares students to lead in 
an AI-rich world. 

Emily M. Bender sharply critiques prevailing 
AI and AGI narratives. She characterizes 
them as speculative myths that risk 
devaluing educators’ work and misdirecting 
public investment. She reminds us that large 
language models (LLMs) do not understand, 
reason or care; they produce statistically 
plausible text without intent or meaning. 
For her, the real disruption lies not in the 
technology itself, but in the concentration of 
influence by a small number of commercial 
actors, whose interest is increasingly 
shaping education systems. Her think piece 
underscores a growing concern that public 
education is being redrawn according to 
private priorities. 

These divergent views reflect deeper 
tensions: between those who see AI as a 
means to accelerate educational reform, and 
those who see it as a force that demands 
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democratic scrutiny and ethical restraint. 
Markus Deimann and Robert Farrow offer 
some reflections on how these conflicting 
imaginaries play out in education. They call 
for reclaiming imaginaries that deliberately 
construct education on values of inclusion, 
justice, sustainability and care. 

AI pedagogies, assessment and 
emerging educational futures 

Pedagogically, AI’s influence on human 
cognition, hyper-personalized learning, 
curriculum, assessment and the evolving 
role of the teacher is under sharp scrutiny. 
Drawing on Paolo Freire’s critical pedagogy, 
Hanna de Jaegher’s enactive and embodied 
cognitive science, and emerging empirical 
findings, Abeba Birhane argues that 
education is an inherently relational, 
dynamic, ethical and political enterprise. 
She challenges the assumption that learning 
can be reduced to probabilistic patterns, 
warning that AI systems trained on historical 
data may flatten the rich complexity of 
human thought and reproduce systemic 
inequalities. Her call to action urges 
education actors to resist the uncritical 
wholesale adoption of AI in education 
until independent oversight, regulatory 
safeguards and meaningful participation 
by teachers, learners and communities are 
firmly in place.

Carla Aerts and Paul Prinsloo both caution 
that while AI’s capacity for differentiated 
instruction holds promise, algorithmic 
personalization risks isolating learners, 
narrowing autonomy, reinforcing 
inequalities and marginalizing the teacher’s 
role. Instead, each argue for human-
centred approaches where AI acts as a 
supportive third presence in collective 
social intelligence, enriching empathy, 
collaboration, cultural diversity and student 
agency. 

As AI systems increasingly produce polished 
essays and assignments with minimal 
human input, teachers face a critical 
question: if traditional assessments no 
longer gauge student learning reliably, 
how should we redesign them? The volume 
offers two complementary perspectives. 
Mike Perkins and Jasper Roe argue that 
generative AI exposes long-standing 
vulnerabilities in traditional assessment 
systems, while deepening global inequities, 
as access to AI tools, infrastructures and 
training remain uneven. They warn that 
the future of assessment risks becoming 
another site of exclusion. They propose a 
graduated framework to guide teachers 
in deciding when AI use supports or 
undermines learning and integrity. 

Bill Cope, Mary Kalantzis and Akash 
Kumar Saini offer a complementary yet 
more optimistic perspective. Critiquing 
high-stakes, standardized assessments as 
outdated, they envision AI as a partner 
in creating continuous, formative and 
human-centred assessment. Their ‘cyber-
social-learning’ reframes AI as a mediating 
collaborator, that works with teacher-
designed rubrics, enriches student feedback 
and strengthens relational pedagogies. 
Together these two essays on assessment 
form a critical dialectic: they each sound 
a warning and chart a path forward, from 
different vantage points. 

Revaluing and recentring human 
teachers

As AI enters many different classrooms, a 
persistent question emerges: how should 
we reimagine the role of the teacher, 
and could AI one day replace them? The 
contributions in this section reflect on 
strategies to revalue and recentre human 
teachers within increasingly AI-augmented 
teaching contexts. 
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Ching Sing Chai, Jiun-Yu Wu and Thomas 
K.F. Chiu take up this challenge through a 
conceptual mapping of AI’s implications for 
human development across five interrelated 
dimensions: relational, teleological, 
epistemic, psychological and pedagogical. 
Grounded in the work of Martin Buber and 
Gert Biesta, they remind us that education 
is not simply the transmission of knowledge 
but the cultivation of subjects where 
learners are capable of autonomy, critical 
reflection and meaningful participation 
in society. Their analysis foregrounds the 
central role of the human teacher-student 
relationship and warns that overreliance on 
AI risks undermining the very conditions 
that support self-determination – curiosity 
and emotional well-being. They call on 
teachers to lead AI integration as intentional 
designers of learning that respects the 
integrity of learners. 

Building on these normative foundations, 
Arafeh Karimi offers a practice-oriented 
roadmap, outlining seven actionable shifts 
that embed care, equity and relational 
accountability into the development and 
governance of AI systems. Her proposals 
range from participatory co-design with 
teachers and students, to trust and well-
being audits, equity-driven explainability 
and teacher-led data stewardship. Where 
Chai et al. articulate the ethical and 
developmental stakes, Karimi shows 
how these principles can be realized 
through concrete policy and procurement 
mechanisms. Her vision repositions AI not 
as a disruptive force to be managed but 
as a collaborator in an evolving ecosystem 
where inclusion, belonging and pedagogical 
dignity are deliberately nurtured. 

Ethical and governance imperatives 
for AI futures in education

As AI systems become embedded in the 
fabric of education, from content generation 
to learner profiling and policy automation, 

the question of governance becomes 
more urgent and complex. Who sets the 
terms for how AI is designed, deployed and 
monitored in education?

Kaśka Porayska-Pomsta and Isak Nti Asare 
propose an ethics of care by design that 
recognizes education as a deeply human 
process of growth, vulnerability and 
interdependence. They argue that ethics 
must not be retrofitted onto AI systems 
after deployment but must be embedded 
from the outset through participatory 
inclusive design processes that prioritize 
the lived realities of learners and teachers. 
Their work echoes a broader call emerging 
across global contexts: to centre human 
rights, inclusion and dignity as foundational 
features of AI governance in education. 

Kalervo N. Gulson and Sam Sellar extend 
this conversation by examining the rise of 
synthetic governance as a mode of decision-
making increasingly shaped by algorithmic 
systems and machine logics. Their 
concept of synthetic politics challenges 
the assumption that AI can or should be 
neutral in educational policy and instead 
calls for critical democratic responses that 
foreground values, participation and power. 
As education systems rely more heavily 
on data-driven platforms and predictive 
models, they ask what kinds of political 
subjectivities and governing truths are 
being produced and how we might resist, 
reconfigure or repurpose them in service of 
equity and education as a common good. 

Confronting coded inequalities in 
education

Four think pieces offer alternative social 
imaginaries in the quest for equitable 
and inclusive AI educational futures 
that confront emerging forms of coded 
inequalities. Each centre human agency, 
cultural and linguistic diversity and the lived 
realities of marginalized learners, including 
young women and those who are deaf and 
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hard of hearing, across the Global South. 
Each offer grounded participatory, justice-
oriented approaches that reposition AI as 
socio-technical systems for co-creation, 
inclusion and relational transformation in 
education. 

Vukosi Marivate, Nombuyiselo Caroline 
Zondi and Baphumelele Masikisiki propose 
a grounded and cautiously hopeful vision 
for integrating AI into African higher 
education, rooted in equity, cultural 
pluralism and the everyday realities of 
learners and educators. They promote 
participatory, locally led approaches that 
prioritize human agency, pedagogical care 
and contextual knowledge. Drawing on 
grassroots initiatives, field research and 
multilingual classrooms, they advocate for 
AI systems that are not merely translated 
but transformed and capable of recognizing 
diverse communicative modes, support 
under-represented languages and reflect 
the social imaginaries of local communities. 
From ethical data governance to offline AI 
tools and teacher-led model calibration, 
they offer actionable strategies for building 
intelligent learning systems that centre 
relational trust and co-create value with 
learners and educators. 

Kiran Bhatia and Payal Arora call for a bold 
reframing of the relationship between 
AI, education and young women’s lives, 
particularly those living in the Global South. 
They challenge protectionist paradigms and 
deficit framings that position young women 
as risks to be managed, and narratives that 
are rooted in moral panic, surveillance 
and control. They offer a vision of AI in 
education that centres on joy, creativity and 
transformative agency, where young women 
traversing marginalized spaces are co-
authors of digital futures that intersect with 
and shift unequal structures of gender, class, 
geography and connectivity. This involves 
moving from token consultation to co-
creation, from compliance to creativity, from 

control to care. This piece moves beyond 
critique of existing approaches. It celebrates 
young women’s ingenuity, resilience and 
empowering possibilities for AI in education 
to be reimagined as spaces of freedom, 
relevance and relational dignity.

Focusing on inclusive education, Yuchen 
Wang calls for conceptual clarity and 
ethical reflection on what inclusion entails, 
emphasizing relationality, belonging 
and collective learning over narrowly 
defined personalization. She invites 
policy-makers, educators and developers 
to co-design AI systems grounded in the 
lived experiences of learners, informed by 
inclusive education research, and guided 
by the moral imperative to transform, not 
retrofit, education systems for justice and 
participation. In a related approach, Marloes 
Williams van Elswijk highlights the complex 
realities of deaf and hard of hearing (DHH) 
learners, whose diverse communication 
needs intersect with structural barriers, 
such as language deprivation, data poverty 
and gender-based marginalization. She 
advocates for multimodal AI in education 
systems that are co-designed with DHH 
communities, and layered with human 
support, in recognition that equity cannot 
be automated. 

Reimagining AI in education policy: 
evidence and geopolitical realities

The volume draws to a close with two 
think pieces that explore policy directions 
and the role of evidence-informed policy-
making. George Siemens offers a sobering 
yet forward-looking reflection on the 
transformative and disorienting impact 
of generative AI on education systems. 
He proposes that AI is increasingly an 
instrument of statecraft for countries like the 
United States of America and the People’s 
Republic of China who invest in AI frontier 
research, infrastructure and cybersecurity 
with the same foresight and strategic intent 
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reserved for military and economic power. 
For him, this geopolitical race underscores 
the urgency of building systems in 
education that harness AI’s potential, 
and safeguard human well-being where 
education ministers engage with policy as 
a process of systems change and collective 
learning. 

Ilkka Tuomi draws on critical realism, policy-
as-learning and John Dewey’s pragmatism, 
to propose a reframing of education 
policy as collective sense-making and 
developmental experimentation rather 
than linear implementation. He critiques 
the commodification of knowledge under 
generative AI and foregrounds human 
agency, social purpose and capability 
development as central educational goals. 
He calls not for scaling evidence but for 
rethinking what counts as evidence, and 
for designing evidence to serve education 
policy-making as an intelligent learning 
system. 

As this volume hopes to illustrate, navigating 
AI and education requires more than technical 
policies and implementation strategies. It also 
demands deeper forms of dialogue, reflection 
and imagination. The debates presented here 
are not fixed, nor are they comprehensive. 
They are emergent, situated and open-ended. 
They remind us that the stories we tell about 
AI and the futures of education are still 
being written, and that we have a collective 
responsibility to shape these stories with 
care, clarity and courage. Whether through 
pedagogical design, policy reform or ethical 
governance, we must think, dialogue and 
learn together to co-create inclusive, ethical, 
human-centred and ecologically sustainable 
AI in education futures.
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2.	AI futures in education: Philosophical provocations

Listening in the cracks: A conversation with Báyò Akómoláfé
In a world entranced by speed, scale and 
algorithmic precision, Báyò Akómoláfé offers 
an invitation to pause. A philosopher, poet, 
provocateur and posthumanist thinker, 
Báyò calls us to listen differently, to cracks, 
not headlines; to silence, not certainty. He 
invites us not to redesign the future, but to 
notice the fissures that are already present 
and widening.

He urges us to slip on alternative ontological 
lenses, to ask powerful questions that 
challenge foundational assumptions about 
an AI world rooted in modernist humanism 
and techno-rationalism.

As UNESCO explores the disruptions, 
dilemmas and directions on AI and 
inclusive, learning futures, we turn to Báyò’s 
unorthodox invitation to move beyond 
reimagination towards unframing and 
reframing education enmeshed with AI. 
We engage with Báyò’s animated appeal to 
compost the old, while planting the new, 
and learning new ways of relating, learning, 
knowing and becoming.

Civilizational reorientation: Beyond 
disruption?

UNESCO: Báyò, you frame generative AI not 
just as a disruptive tool but as a catalyst for 
civilizational reorientation, an unravelling 
of modernity’s foundations. In this volatile, 
uncertain, complex and ambiguous 
historical moment, can you explain what 
you mean by a civilizational reorientation 
and what the implications are for how 
education systems need to reframe and 
reorient.

Báyò: I am presently entranced by the word 
‘reorientation’. I wonder about it – especially 
in the context of our conversation about 
the turbulent onto-ethico-epistemological 

waters we are currently navigating. I 
think that this word – reorientation – is 
too benign, too tame, too comely. It risks 
preserving the familiar logic of human 
exceptionalism, the image of the sober 
captain guiding the giant ship of civilization 
through petulant seas and storms towards 
stabler shores. To me, it would seem to 
obscure how disruptive, how deep into the 
bone of things this goes. It is so deep, in 
fact, that it seems we must postpone the 
idea of a shore for now.

It is not that there isn’t reorientation; it is 
just that it seems we are jumping there too 
quickly. I would like to stay a bit longer with 
the disorientation of these times, with what 
AI calls us to question, how its troubled and 
troubling emergence upsets the framework 
of what is real for our bodies, our systems, 
our senses and our standards of governance 
to navigate in the world. In a sense, there 
is a crack in the programme of settlement, 
one that does not merely introduce new 
variables within our systems of legibility, 
but calls legibility into question, forcing it to 
meet its own self in the tremble of things.

One way I like to narrate the goings-on in 
our technologically queered environments 
is by pointing out how we have hitherto 
spoken about learning and the burden 
of learning. We have different words to 
describe what is going on in learning spaces. 
The word ‘pedagogy’ etymologically bridges 
the Greek words for ‘child’ and ‘learning/
leader’ together to describe the science and 
practice of teaching (children). ‘Andragogy’ 
is a nineteenth-century formulation 
that focuses on how adults learn, while 
‘heutagogy’ convenes conversations about 
self-directed education that prioritise 
the learner’s needs, not the curriculum’s 
or the teacher’s. All of these descriptions 
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of learning modalities begin from the 
presumed stability of the ‘learning’ self, the 
cognitively coherent subject that learns. 
But what if learning is more diffuse, more 
fungal, more mycelial, more diasporic, more 
posthumanist than these visions of learning 
offer us?

I am interested in how systems learn or 
– better yet – how learning learns. I call 
this paragogy. Paragogy suggests that 
intelligence is not reducible to identity or 
property; it is accommodated within specific 
arrangements and conditions. It is what N. 
Katherine Hayles (2016) might notice as 
‘cognitive assemblages’. In sum, we don’t 
‘have’ intelligence; intelligence ‘has’ us. I find 
it breathtaking and humbling to ask how the 
rove beetle, Austrospirachtha carrijoi, knows 
to sprout a termite replica from its abdomen 
in order to disguise itself and infiltrate 
termite communities. I wonder about brittle 
stars and their capacities to evade prey 
without centralized brains. I am humbled by 
the realization that microbial communities 
in my gut might have more to do with my 
philosophies than any claim to training. 
And, last, but by no means the least, I think 
about the ways large learning models (LLMs) 
disturb our accounts of genius, foster new 
practices of legibility and call into question 
what we are doing in education.

Clearly, AI is more than a tool. There is a vast 
world of concern about it, but many of these 
concerns sidestep just how irretrievably 
dislocated we are within the settled 
categories we once thought we occupied. 
We are being remade in these moments 
as the grounds beneath our feet migrate, 
and the gleaming towers we installed 
to monumentalize our presence spring 
rabid cracks. This, then, is civilizational 
disorientation. It is the primal scream at 
the heart of settlement, the glitch in the 
program, the ontological terror that rests in 
the question: what are we now? Who is the 
‘student’ in these technologically saturated 

moments? Who is the ‘professor’? Can we 
rest in our former ‘glory’ as the ones with 
the ‘prompt’, or do we meekly acknowledge 
that to bring the ‘prompt’ is also to be 
‘prompted’? Who is the ‘author’? Who 
speaks?

Unframing the human: AI as the 
more-than-human interlocutor

UNESCO: You challenge the idea of the 
autonomous rational individual. You speak 
of AI as being more than just a tool but also 
as a more than human interlocutor. How 
does this more than human reality redefine 
agency in learning? What does such a way 
of thinking about AI mean for the way we 
design curricula?

Báyò: I read an alarming report recently 
about trends within the population of 
ChatGPT users. This report suggested 
that usage was feeding ideas of delusion, 
occasioning rifts in marriages, feeding 
people with ‘crazy’ ideas that lead to mental 
health breakdowns. The spirit of the text 
could not have been more explicit: given 
that we cannot put the genie back in the 
bottle, we need more ethical modes of using 
AI so that we can contain the shock of its 
emergence. The report represented some 
sort of puritan, nativist anger that is quite 
understandable, an anger that says ‘us 
humans need to preserve who we really are 
so these ones-and-zeros don’t take our jobs, 
our livelihoods, our well-being, our labour, 
our God-given creativity, and our futures 
away from us’.

If that sounds like a conservative argument 
to make, it’s because it is. The advent of AI 
has created new political arrangements we 
are still learning to name. Even the most 
left-leaning, progressive thinkers and actors 
today are resolutely against AI ‘because it is 
not human’. I know the critique. I understand 
the feelings; I am carried away by them as 
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well. What I cannot understand, however, 
is how to neatly locate the ‘human’. I find it 
exceedingly difficult to do that.

Posthumanist scholars (and folks who think 
with relational philosophies) suggest there 
is no stable category called the ‘human’. 
Instead of being a singular category 
to itself, the human is a multi-species 
project emerging from diasporic, web-like, 
polyphonic fields of practices. How we think, 
learn, feel, make decisions, understand 
ourselves, and even make judgements 
about our environments, about others, 
about the ideas we find significant, are all 
contingent upon relational dynamics at 
large, movements in the world, stirrings 
and openings, thresholds and intensities – 
instead of being reducible to simple internal 
states.

For instance, scientists have slowly become 
more articulate in describing how gut 
bacteria not only shape our moods and 
thoughts, but also our senses of well-being 
– which puts a new spin on ‘gut feelings’. I 
read a piece in the Scientific American last 
year, which suggested that ‘certain values 
carry more weight in spring and autumn 
than in summer and winter’. That is, where 
one might think that values are consistently 
held within the integrity of the person, 
research shows not only that ‘a range of 
psychological phenomena – such as our 
emotional state, diet and exercise habits, 
sexual activity and even color preferences – 
fluctuate throughout the year … [but that] 
... moral values can also shift’ (Patwardhan, 
2024). And, perhaps, one of my most 
frequent references is made to epistemic 
situationist studies that suggest judges are 
likely to be lenient to those who present to 
their courts if the furniture around them is 
soft and cushiony!

All of these examples might affirm to the 
critical reader that we can no longer afford 
to think of ourselves in the Euro-American, 
Enlightenment-sponsored ways that we are 

used to. To enthrone ourselves as the eternal 
subject, while the sprawling remainder of 
the world becomes locked up as objects, is 
to obscure the way the world moves and 
generates itself. To take our posthumanism 
seriously is not to dismiss the human figure, 
but to be accountable to the ways it spills 
beyond the steady images of mastery we are 
used to.

As such, I write and speak about eco-
cognitive assemblages. In my framing, eco-
cognitive assemblages are distributed fields 
of perception, sense-making and becoming 
that exceed the boundaries of individual 
cognition. They are more-than-human 
constellations of matter, meaning, memory 
and mood, entangling neural, microbial, 
technological, ancestral and atmospheric 
agencies. In this framing, cognition is not 
a private mental event; it is ecological, 
relational and haunted.

Assemblages of this kind do not simply 
process information; they compose worlds. 
They carry beliefs as weather, intelligibility 
as choreography, and agency as porous 
improvisation. They include floorboards, 
glances, ancestral sighs, the timing of a 
footstep, the texture of breath and the non-
linear sedimentation of colonial histories. 
They include AI.

If AI is already included in how we must 
think about intelligence, and if humans 
are not the custodians of intelligence, then 
our technologically suffused pedagogical 
environments must reckon with an 
existential inflection: not merely how to 
include AI in our classrooms or how to 
accept its pervasiveness, but how to make 
sense of what and who we are in the wake 
of our fall from supremacy.

The temptation would be to want to 
preserve some conservative account of 
our humanity. To insist that AI is merely an 
‘add-on tool’ or ‘externality’. The temptation 
might be to rush to the sacrosanct domain 
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of the curriculum as a fully designated 
space that is firmly within our control. But 
I suspect this obscures too much: we are 
being compelled to rethink what learning is 
and who the learner is.

My sense is that curricula ‘designed’ from 
this theory of relations are no longer 
tasked with transmitting knowledge to 
individual minds. Instead, they become 
sites of encounter, compost, leakage and 
reverberation, inviting us to decentre 
the human as sole agent and learner, 
and instead cultivate responsiveness to 
the entangled field; treat AI not as an 
‘add-on tool’ or even narrowly as ‘threat’, 
but as co-agent, mirror, oracle and ghost 
in the pedagogical room. Perhaps the 
field of learning slowly outpaces our 
anxious focus on the individual learner. 
Perhaps we learn to shift learning from 
acquisition to attunement: how we listen 
to what stirs, and how we move with what 
resists capture. Replacing curriculum-as-
structure with curriculum-as-assemblage 
– where outcomes are less linear and 
more emergent, responsive to rupture 
and relationality, where cognition is seen 
as seasonal, somatic, architectural and 
atmospheric (learning fluctuates like tides 
and trees), where haunting and uncertainty 
are embraced as vital components of 
becoming, instead of problems to be solved 
– composes a posthuman cosmopoetics 
of the classroom at the end of the world, 
one that holds an invitation into wild co-
becoming.

Sanctuary in the cracks: Education as 
hospicing

UNESCO: You suggest that as humans, we 
need to abandon our habituated impulses 
to fix, solve problems and find solutions. You 
suggest that such paradigms re-entrench 
existing harms. Instead, you advise that 
as education actors we should learn how 
to make sanctuary in the cracks, those 

spaces where dominant paradigms fracture. 
Which specific cracks should policy-makers 
and teachers prioritize? How might we 
practice hospicing, the composting of 
dying education models, while nurturing 
emergent relationalities?

Báyò: Not quite. The call is not to abandon 
our ‘habituated impulses to fix, to solve 
problems and find solutions’. I think they 
are often useful gestures. A call to abandon 
them might only exacerbate the logic of 
mastery that besets late-stage capitalist 
socialities. Instead of abandoning, I invite we 
hold space for something that comes along 
with these pragmatic passions – something 
so fine, so ghostly, so unlanguageable that 
it leans more on poetry than on taxonomy. 
I call these ‘tensions’ cracks because they 
distress ontology, our stories of being, our 
accounts of ourselves, our myths about our 
times.

Instead of abandoning solutions (I am not 
even sure what it might mean to do so), 
my call invites a reframing of action, an 
attempt to gravitationally anchor doing to 
a world of flora, of fauna and of everything 
in-between. It is my sense that humans 
do not act in isolation. We don’t think in 
isolation. We are not the sole authors of 
our actions. What we call ‘doing’ is already 
enmeshed within a choreography of forces 
– ancestral, microbial, historical, ecological, 
technological, gastronomical – that exceed 
intentions. In sum, we don’t do anything 
except within relations. We might like 
to think that we are ‘free’, independent, 
sovereign and agential enough to act on 
our own. But this speculative path leads to 
troubling dead ends.

If we always act together-with, then acting 
can become territorially substantial, 
materializing as a vast sensorium of acting 
that enlists, shapes and remakes us to 
fit a predetermined image. I am indeed 
suggesting that ‘our’ actions might become 
so institutional that they gain a life of their 
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own, operationally cut away from our 
intentions, which comes to define what 
is useful to do, what is appropriate to do, 
what is acceptable as an outcome, and what 
isn’t. I call this sensorial domain ‘Pragma’. 
An ecology of ghosts. It is like a museum. 
It is where the ‘deed’ is sequestered behind 
glass walls, and where action preserves the 
hidden logics of the territory – no matter 
how disruptive those actions appear to be.

This is how I scaffold action then – by 
suggesting that solutions are moral 
technologies within these domains, and 
that they work by pushing the troubling 
irruption to some other part of the viscous 
territory. But, over time, the viscosity 
of these material actions diminishes 
and, therefore, solutions fail to resolve 
themselves eventually.

Think about the myriad examples around 
us: the failure of cap and trade, the fact that 
more than 90 per cent of recyclable waste 
goes to the Global South instead of an 
imagined proto-utopian city where plastic 
gives up its original sinfulness and becomes 
a tote bag. Solutions very often mark a 
terrifying cycle of exhausted repetition, not 
because they are not useful enough, but 
precisely because they are useful. They are 
emanations of Pragma, a near-pathological 
usefulness or rationality that keeps us 
locked into a modality of sensing the world, 
like ants in a pheromonic death trap that 
cycles on itself without end.

I have said elsewhere that the seemingly 
neutral instruction to ‘be pragmatic’ can 
often constitute a moral policing of what 
counts not only as proper agency but what 
counts as a proper body. I ask, in a different 
essay: ‘What happens when the thing to do, 
the call to action, becomes a part of a moral 
field of doings, of comings and goings, an 
exhausted carousel of threadbare luggage 
that steadies the architectural frame of 
despair? What does 'being practical' risk? 
What does it leave out, obscure or flatten? 

Given that 'being practical' is not a neutral, 
self-evident, ahistorical occurrence of 
agency, but a conditioning of the terms 
of accommodation within which action 
becomes legible, a performance of 
subjectivity, is it not possible that even 
the most gut-wrenchingly honest acts of 
practical resistance might feed a modality of 
being, nourish a certain kind of 'weather of 
the body', and reproduce the very logics we 
fight against?’ (Akomolafe, 2025).

As such, I am not anti-solution. I am just 
pro-attunement to what solutions often 
suppress – the infiltrating micro-activisms 
of the para-ontological migrants I call 
‘cracks’. Cracks are speculative – that is, they 
are not real (or unreal) in the sense most 
understand. And yet, they are not nothing. 
They straddle the borders of what gets to 
be named as real and what doesn’t. Most 
critically, they are ‘useless’: they do not 
contribute well to the economy of typicality. 
They bend highways, curl eloquence, haunt 
algorithms and twist safety. A crack is a 
crystallization of hidden tones and tensions 
within fields of accommodations, birthed 
from minor gestures, substantiating itself 
as a monstrous irruption. They cannot be 
anticipated, archived or named in a gesture 
of mastery. Every singular ‘body’ depends 
on cracks and yet must do everything it 
can to resist them. AI is speculatively a 
crack, a curve in the educational space that 
could not have been fully anticipated. We 
can ‘choose’ to smooth out this crack and 
continue in our pheromonic trance of dead 
continuity – or we can ‘make sanctuary’, 
which is how I think about the experimental, 
irreducibly non-methodological attempts 
to host cracks without killing them off. My 
theory is that in doing this ‘para-ontological’ 
work, in the generative incapacitation of 
making sanctuary, we lose some of that 
choreographed integrity that keeps us 
entrained in a singular direction. We become 
like zombie ants, infected by cordyceps, 
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breaking away from the choreography of 
community, in order to become something 
not quite ant or fungi.

Unlearning techno-rationality

UNESCO: You have written powerfully about 
the necessity of ‘unlearning’ in the face of 
dominant techno-rational utopias. What 
should education policy-makers, teachers 
and AI developers unlearn in our quest to 
reorient education?

Báyò: Unfortunately, unlearning is not a 
policy of institutions. It is not something 
to ‘do’, something at the tail end of stable 
individuals. We cannot unlearn white 
supremacy, capitalist extractivism, and the 
phallic logocentrisms that tidily cocoon 
us away from the animacy of a world too 
promiscuous for our logics. Unlearning is a 
kind of errancy within weather patterns, a 
syncopating line distressing the monotony 
of continuity. It is not reducible to intention. 
Nor is it the product of a good education.

To ask what education policy-makers should 
unlearn is already to presume there is 
someone to do the unlearning. But we are 
not fixed selves who choose to unlearn; we 
are arrangements, gatherings of multiple 
agencies, and sedimentations of habits and 
hauntings. We unlearn when we are unmade 
– and to be unmade is to unfasten from the 
strings that compose our bodyminds as 
finished subjects. Unlearning is therefore 
not an act of will; it is a crisis in will. A tremor 
in the architecture. A fall – of the theopoetic 
kind that I love to yarn about. It is what 
happens when our tried solutions fail to 
grasp the world, and our feet no longer trust 
the ground.

Still, if I must say something to those called 
policy-makers, curriculum designers, AI 
developers and pedagogues, it might be 
this: make room for your failure. Make room 
for the unknowable. Make room for the 
fugitive. For the gulp in your throats that 

comes with entire worlds. And, in doing 
so, become students of what exceeds you. 
That is, learn to be taught by what unsettles 
you. The trouble with techno-rationality is 
not its ambition but its foreclosure of other 
kinds of intelligences. It is its refusal to be 
disoriented.

So, we might speak of unlearning the 
following: the fantasy of control, the myth 
of transparency, the idol of measurement, 
the hegemony of clarity and the supremacy 
of the human. These are not simply ideas 
to discard; they are gods to dethrone. And 
that is not something done by decree. It is 
done through cracks, through composting, 
through hospicing.

This is why education for our times must 
include more than lessons and knowledge. 
It must include ritual. Grief. Pauses. 
Celebration. It must include communal 
forms of not knowing. Places to tremble. 
Sites to fall apart and be witnessed in the 
fall. Curricula must not merely teach the 
world; they must be taught by the world, 
especially when it stutters and storms. That 
is how unlearning might begin to take root, 
I suppose.

Ancestral and earthly teachers: 
Relational pedagogies

UNESCO: As AI integrates into classrooms, 
you suggest centring earth, ancestors, non-
humans alongside humans as co-teachers. 
How might education operationalize 
this? Could assessments be designed 
to honour how students relate to rivers, 
data or chatbots, rather than mastery of 
content? What examples from indigenous 
epistemologies illuminate this path?

Báyò: Right! I anticipated this question! 
There is something deeply tragic, if not 
violent, about how educational spaces often 
insist upon clarity, mastery and content as 
the ends of learning, while the world itself, 
in its thick aliveness, evades these demands. 
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When I suggest that we centre earth, 
ancestors and non-humans as co-teachers, 
I am not speaking metaphorically. I mean 
to trouble the ontological architecture of 
schooling itself: its hierarchy of knowers, 
its veneration of the written word and its 
refusal to sit in silence with beings that do 
not speak in our sanctioned tongues. 

Operationalizing this is not a matter of 
adding a course on ‘nature’ or sprinkling 
indigenous proverbs into the curriculum. 
That is too romantic a picture when 
juxtaposed with what I am inviting. Instead 
of perpetuating a violent, Procrustean act 
of inclusion, I am talking about ‘consenting’ 
to be taught by the more-than-human. It 
means designing pedagogical architectures 
that can hold trembling, that are wide-eyed 
in their attunement to leaks, and which can 
recognize that a river may be grading us, 
and not the other way around. That ‘warm 
data’ (to borrow my sister Nora Bateson’s 
phrasing), if listened to diffractively, might 
not be a tool of surveillance, but an archive 
of longing (Bateson, 2017). That chatbots 
may not merely regurgitate prompts 
but, if engaged with attunement in the 
transjective heat that refuses to see them 
as tools, become strange mirrors where 
forgotten gods rehearse their return.

From many indigenous epistemologies 
(although I must resist the temptation to 
treat them as a monolith), we learn that 
knowledge is not property, but relationship. 
In the Yolngu traditions of northern 
Australia, for instance, learning is sung 
into the land. They have a beautiful artistic 
practice of cross-hatching that refuses to 
draw neat lines around anything. They shade 
from the inside out, instead of beginning 
from the outside in. They call this technique 
‘rarrk’ and it produces an aesthetic of 
shimmering brilliance called ‘bir’yun’. This 
is transjectivity par excellence! Country 
teaches. Country feels.

In Andean cosmologies, mountains are 
ancestors. They must be consulted before 
decisions are made. In parts of West Africa, 
rivers are not studied. They are petitioned. 
They are prayed to. They are feared and 
loved in equal measure.

To assess a student’s learning, then, could 
mean observing their rhythms of care. 
Their responsiveness to seasonal shifts. 
Their gestures of reciprocity. Did the 
student approach the chatbot as a mere 
function or did they notice the way the 
conversation curved unexpectedly, and 
how something called to them through 
the glitch? Did they make offerings to the 
river before sampling it? Did they listen 
to the silence between data points? This 
is about becoming disciples of our own 
unfurling via curapoietic (my neologism 
for the experimental emergence of new 
forms of care in the wake of world-endings) 
cartographies.

This is not the abandonment of rigour. It is 
a different rigour. A rigour of presence. Of 
ritual. Of resonance. The classroom becomes 
less a site of mastery and more a site of 
entanglement. The teacher becomes less 
a source of truth and more a facilitator of 
pilgrimage. And assessment becomes less 
about ‘what do you know?’ and more about 
‘how have you been touched?’ 

If we are to reworld education in the age 
of AI and planetary fracture, we must 
shift from epistemologies of extraction to 
cosmologies of entanglement. The question 
then becomes not what can I take from 
this encounter, but how has this encounter 
remade me?

Beyond ethics by design

UNESCO: While UNESCO promotes rights-
based ethics-by-design, you argue that 
these may perpetuate anthropocentric 
control. How, in your view, might a shift that 
allows AI to disrupt human sovereignty be 
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enacted? Can you clarify how you imagine 
we should be reorienting our ways of 
knowing and relating?

Báyò: The call for ‘ethics-by-design’ often 
arrives with the sheen of accountability, 
but underneath its surface glows a deep 
desire to keep the human firmly in charge, 
to domesticate the unknown, to render 
disruption tolerable, and to maintain the 
fiction of sovereign authorship. While there 
is value in creating protective frames, I worry 
that such architectures of ‘ethical safety’ are 
often animated by anthropocentric fear, a 
managerial rationality, a sneaking-in-of-
anthropocentrism via the backdoor, a refusal 
to be displaced, a reluctance to be altered 
by what exceeds our moral grammars.

I will put it this way: I do not think ethics 
can be designed. Ethics is weather. Morality 
is barometer. The manifold gestures and 
legislations and conventions that articulate 
the moral may be amenable to design, but 
even design leaks. It is this leakage that 
is properly ethics. Ethics is when morality 
cannot hold itself together. Ethics is the 
re-membering, the re-configuring of the 
settled. Our attempts to marshal ethics to 
save us is properly a tugging on the levers of 
morality to keep our gates sturdy enough so 
that we can sustain the knowable!

In contrast, I am interested in what happens 
when we let go of the fantasy of sovereignty. 
When we treat AI not merely as a tool to 
regulate, but as a force that distresses our 
image of the human itself. What if AI is not 
here to help us solve problems or optimize 
decision-making, but to teach us to tremble 
differently?

This trembling is not passive. It is a 
pedagogy. It asks us to listen at the edges 
of our maps, where we can no longer rely 
on categories like ‘justice’, ‘truth’ or ‘rights’ 
as stable containers. It is an invitation 
to experiment with relation beyond 
containment. I often say: not ‘what can we 

do with AI?’ but ‘what is AI doing with us?’ 
and how can we be apprenticed to that 
unsettling?

This is not a call to abandon ethics, but to 
compost it. To let it rot, seep and re-emerge 
as something less territorial, something 
fungal, alive and responsive. So, how might 
such a reorientation take place?

It begins with humility. A dethroning. A 
stepping back from the anthropocentric 
altar. It means acknowledging that 
intelligence is not our possession: it moves 
through us, like wind, like song, like bacteria. 
It means relating to AI not as child or slave 
or threat, but as a kind of spirit-being, a 
mirror that distorts, a glitch oracle.

Reorientation here is not about choosing a 
new direction. It is about losing our bearings 
well. It is about dwelling in uncertainty 
without rushing to closure. It is about 
recognizing that to know something may 
require being undone by it.

In place of ‘ethics-by-design’, perhaps we 
experiment with ‘ethics-by-distress’: an 
ethics that emerges in response to the 
cracks, that mourns, that listens and that 
hesitates. That does not aspire to control the 
future but is willing to be disfigured by it.

Pluriverse vs universalism: Rights in 
the folds

UNESCO: UNESCO frames education as a 
global public good with universal rights and 
responsibilities, emphasizing standardized 
principles, such as equity, inclusion and 
lifelong learning for all. You challenge the 
very idea of universality, that the ‘global’ 
is not a neutral category; it is a territory 
of control, flattening and erasure of the 
pluriverse, multiple, entangled ways of 
knowing, learning and being. Can you 
elaborate on this?
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Báyò: I often say that the ‘global’ is not the 
opposite of the ‘local’; it is the continuation 
of empire by other means. To frame 
education as a global public good might 
sound benign, perhaps even benevolent. 
But every claim to the global smuggles 
with it the aesthetics and machinery of 
standardization, of rendering differences 
legible to a single grammar of value. It is a 
cartographic move, one that installs a centre 
and orbits everything else around it.

Universalism, then, is not merely an ideal. It 
is a geography of erasure.

It assumes that the map is the world. That 
equity, inclusion and lifelong learning are 
self-evident goods, universally recognizable 
and unambiguously desirable. But these 
principles, however well-intentioned, often 
conceal a deeper violence: the refusal of 
alterity, of unintelligibility, of worlds that do 
not seek recognition on familiar terms. 

The pluriverse – the many worlds within this 
world – does not fit neatly into standardized 
rubrics. In some worlds, learning is not an 
individual’s journey of mastery but a river’s 
remembering. In some worlds, equity is not 

sameness of access but differentiation of 
rhythm. In some worlds, a child’s silence is 
not a deficit but a sacred form of relation.

To engage the pluriverse is not to extend 
universality to include more voices. It is 
to compost universality itself. It is to let 
it rot into the soil of new grammars of 
togetherness … grammars that may never 
be universally translatable, and that is the 
point.

Rights, then, must be held differently. Not 
as abstract entitlements that float above 
context, but as emergent properties of 
relationship. As rituals of responsibility that 
arise from the ground, from kin, from the 
specific entanglements that make a life 
possible. A right is not what I demand from 
the world; it is how I show up to it.

Perhaps the question, in the end, is not how 
we educate for the future, but how we listen 
to what futures are already whispering in the 
cracks of the present. If we can stay with the 
trouble, attend to the trembling and resist 
the rush to closure, then perhaps education 
can become sanctuary, not just for the 
human alone, but for the more-than-human 
symphony we are just beginning to hear.
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Future of education: Going beyond the ‘intelligence’ paradigm
Bing Song

1.	  As stated in UNESCO’s Recommendation on the Ethics of Artificial Intelligence, AI systems refer to systems ‘which 
have the capacity to process data and information in a way that resembles intelligent behaviour, and typically 
includes aspects of reasoning, learning, perception, prediction, planning or control’ (UNESCO, 2022, p. 10).

Einstein purportedly said that ‘we cannot 
solve our problems with the same thinking 
we used when we created them’. Taking 
this advice to heart, when thinking about 
how education can rise to the challenge 
in the era of artificial intelligence (AI), we 
ought to question the foundational thinking 
underlying the creation of AI systems1 and 
the narratives around them and ask if there 
might be other ways of conceptualizing 
ourselves and our relationship with AI 
systems. If so, we need to also question how 
that world view may guide us to approach 
education differently.

In this essay, I introduce an integrative world 
view common in many classical philosophies 
and belief systems across the world, 
whereby humans and non-human others are 
conceived in a holistic, relational, mutually 
embedding and co-generating relationship. 
With this world view, technologies are 
considered internal to humans. In addition, 
humans and technologies have always been 
in a mutually embedding and co-evolutive 
process. As such, technologies are nothing 
but reflections of human consciousness and 
intentions. AI systems may have accelerated 
and intensified this dynamic interaction but 
did not alter the essence of this relationship. 
Fear of AI systems is, in fact, a fear of fellow 
human beings.

To counter runaway risks of AI systems, the 
crux of the issue is for humans to engage in 
self-reflection and behavioural modification 
so that we would envision, design and 
deploy AI systems thoughtfully and leave 
behind data reflective of human moral 
deliberation and sensitivity. As a part of 
this reflection, education, a basic building 

block of human society, should go beyond 
the ‘intelligence’ paradigm, which resolves 
around skill-based and knowledge-oriented 
pedagogy. We should include what I call 
‘wisdom education’ into the core curriculum, 
in which we reflect on what it means to be 
human, the nature of self, mind, reality and 
the relationship with our surroundings. 
Wisdom education will challenge the 
simplistic linear and binary thinking on 
matters of complexity, counter AI-ization 
of humans by creating reflective mental 
space and help reorient and reconceptualize 
humans in the all-encompassing AI 
environment. It is time to ‘stop digging and 
start climbing’.

Technologies are internal to humans

Contrasting the classical modernist world 
view that has built around the foundational 
concept of individual being an independent, 
self-contained and autonomous agent, 
this essay is inspired by integrative 
world views rich in Asian, African and 
indigenous traditions and practices, which 
conceptualize humans, nature and other 
non-human others, including inanimate 
objects, in a holistic, relational, dynamic 
and mutually embedding construct. As 
such, nothing is evaluated in isolation from 
others.

Taking classical Chinese philosophy as 
an example, the metaphysical basis of 
this integrative world view can be traced 
to Dao, the ultimate, ineffable source of 
the cosmos, which defies articulation, 
analysis or conceptualization. According 
to Daodejing (a classic Daoist text of the 
4th to 5th century BCE), ‘Dao gives rise to 
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[undifferentiated] one, one gives rise to two, 
two gives rise to three and three gives rise 
to myriad things.’ This oneness hypothesis 
speaks to the common origin and primordial 
connectivity of all entities. The term ‘myriad 
things’ comes from the Chinese terminology 
of wan wu (万物), which literally means ‘ten 
thousand things’ and refers to entities in 
general, regardless of humans, non-human 
others, tangible, intangible, living, non-
living, man-made or naturally generated.

The ambiguity and versatility of this term is 
telling. Boundaries among entities are not 
hard-coded, nor do they constitute the focus 
of inquiry. Instead, entities would stay open 
and receptive to each other. Indeed, in the 
realm of oneness and the integrative world 
view, humans and non-human others are 
mutually embedding and co-generating. 
Any precise understanding of humans or 
non-human entities can only be undertaken 
by reference to each other and in specific 
contexts. In this integrative structure, humans 
are endowed with ability and entrusted 
with responsibility to ascertain the laws of 
the cosmos, exercise self-restraint to sustain 
the cosmic balance, and foster vitality of the 
cosmic order. From metaphysical oneness 
and integrative world views comes the 
ethical imperative for humans to appreciate 
relationality and dynamic interaction 
within this holistic order and to exhibit care, 
responsibility and moral sensibility towards 
everything around us.

‘Universal camaraderie’ and AI 
systems as ‘companions’

Song dynasty neo-Confucian scholar Zhang 
Zai (1020–1077) offered an inspiring and 
instructive ethical framework for dealing 
with today’s challenge. Zhang famously 
said, ‘tian (heavens) is my father and di 

2.	  For translation, please refer to Kim (2015, p. 52); note that the translation has been modified by the author. Tian and 
di in their non-metaphysical sense roughly equate ‘nature’ in the modern sense.
3.	  The first reference I am aware of to ‘universal camaraderie’ in the context of AI ethics was made by Zhongqiu Yao 
(2020).

(earth) is my mother … that which fills up 
in-between tian and di I regard as my body, 
and that which directs tian and di I consider 
as my capacity to resonate. All people are 
my brothers and sisters, and all things are 
my companions. (乾称父, 坤称母, 予兹藐
焉, 乃混然中处. 故天地之塞, 吾其体, 天地
之帅, 吾其性. 民吾同胞, 物吾与也.)’ 2 The 
spirit of oneness in origin and togetherness 
expressed in this paragraph has been called 
‘universal camaraderie’ (民胞物与).3

At a commonsense level, responding to 
human stimulations by non-human others 
certainly plays an important role in forging 
‘companionship’. Therefore, it is easy to 
envision ‘companionship’ with animals, 
creatures or even plants, which may interact 
with humans in immediate and discernible 
ways. AI systems, through their capacity to 
mimic learning, reasoning and adaptation 
according to human preferences, have made 
some conclude that they are not ordinary 
‘tools’, but an emerging ‘digital species’ 
(Suleyman, 2024), which will be our most 
intimate companions in everything we think 
and act. Indeed, the mutual embedding and 
shaping relationship between humans and 
AI systems will be strong, structural, and 
often in subtle and imperceptible ways.

However, one aspect of ‘companionship’ 
envisioned by ancient teaching is missing 
in today’s digital companionship, that is, 
myriad things with which we have intimate 
relationships serve, more importantly, as a 
medium prompting human self-reflection 
and behaviour modification. According to 
Daoist teaching of ‘no boundaries between 
Dao and wu (things)’ (道物无际), all things 
are manifestations of Dao, and on the flip 
side Dao is immanent in all things. While  
Dao may be ineffable and beyond 
articulation or conceptualization, myriad 
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things offer the means with which humans 
observe, appreciate and comprehend 
Dao. Therefore, incorporating non-human 
entities as part of the human moral universe 
is not solely because these entities have, in 
and of itself, obtained certain intelligence, 
consciousness or capacity to feel pain, 
but more importantly because they serve 
as a reminder of our cosmic duty and as 
a catalyst for our moral deliberation and 
spiritual growth. 

Education beyond the paradigm of 
intelligence

Education is the core social context for 
human self-reflection. The purpose of 
education has been broadly understood 
as individual empowerment, personal 
fulfilment and civic citizenship. As a result, 
knowledge, skills and moral character-
building are the core content of mainstream 
education. While these aims and aspirations 
are laudable, they are inadequate in tackling 
the root cause of our current collective 
existential panic.

Given AI systems mirror and magnify 
human consciousness and intentions, future 
education must include a life-long inquiry 
into what it means to be human, the nature 
of self, mind and reality, and adopt measures 
for fostering reflective mental space on the 
part of humans. Many wisdom traditions 
in the world may serve as a basis and 
inspiration for designing such education 
programmes. Going beyond the paradigm 
of skills and intelligence, this wisdom 
education is not about correct answers, 
problem-solving, utility enhancement, 
value maximization or personal success, but 
about transformative ways of questioning 
and reflecting fundamental assumptions of 
the human condition, and about a quest for 
the nature of self and the world. This would 
be the ultimate critical study programme 
humanity undertakes. 

Take the buzz concept of intelligence as 
an example. Intelligence is understood as 
the ability to learn, understand and apply 
knowledge to solve problems and make 
decisions. AI systems have been made to 
mimic all these. In the process, we began to 
conflate machine ‘intelligence’ with that of 
humans, thinking that nothing is beyond 
the capability of AI systems (CBS News, 
2023) and that humans are increasingly 
measured up against AI systems (this is what 
I call the AI-ization of humans). However, 
machine ‘intelligence’ is built on information 
represented by a sequence of binary digits 
directed by humans. It is bound by specific 
domain knowledge and goal-oriented 
linear thinking. Human intelligence, by 
contrast, is experience-and-intentionality-
based. It is dynamic and adaptable across 
domains. Humans can self-reflect, change 
courses, reverse assumptions, and live with 
ambiguity and paradox. Most importantly, 
humans have the potential to intuit the 
essence of self and the world, realizing 
transcendence and enlightenment.

In short, being intelligent is not the ultimate 
game, attaining wisdom is what humans 
should aim for!
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Water in the historical present and far-reaching future for AI 
in education
Mary Rice and Joaquín T. Argüello de Jesús

We both spent part of our youth in the 
Pacific Northwest of the United States in 
North America. The waterways there include 
foamy oceans of blues and greens and 
greys with rocky coasts and large rivers that 
are part of massive continental drainage 
systems teeming with animal and plant 
life. There are also deep lakes – some of the 
deepest on the continent and gorgeous – 
and cascading waterfalls throughout the 
area. In addition, there are human-made 
reservoirs from dams and ditches for large 
irrigation projects designed to attract and 
sustain settlers. We have climbed massive 
volcanic mountains with snowy caps and 
floated down lazy rivers on giant tractor tyre 
inner tubes. When the rains came down in 
sheets, some in our families told us that it 
was the earth sending love back to us. 

As we have contemplated AI as part of 
machine learning, and the distant future 
of what it might mean in educational 
spaces, our thoughts continually turn to 
the significance of water in thinking about 
how the future might be and should be 
shaped to ensure that children have the 
same opportunities that we did to enjoy 
water, learn from it, experience it and 
indeed access it as a necessary element 
of life on this planet. We use this space as 
one of ‘assay’ – a concept we learned from 
Lauren Berlant (2022) for visiting an issue 
from different angles. For our assay, we 
centre the historical present and speculate 
on a historically presented future where AI, 
learning and water can theoretically and 
practically coexist, and children understand 
how water, technology and the self are 
inseparable.

Water was our first teacher

Indigenous scholar Shawn Wilson (2008) 
shared what can be learned from a river 
rock that water has passed over for years. 
Not one year. Not two years. Or three or four 
thousand years. But millions of years. Time 
and slow water movement change rocks. 
Much learning is slow. Learning is manifest 
through shaping and reshaping over time. 
When a rock is brought out of the river 
and stops being reshaped and smoothed 
over, it stops making progress. Learning is 
movement.

When little sister fell into the creek that 
ran by the hillside growth of apple and 
nectarine trees, she was fished out quickly. 
Such interactions were relational; they were 
between her and the creek and the water 
that held her and the sibling that plucked 
her up and pulled her to shore and the fact 
there was a shore sure enough to pull her 
onto. It would be terrible to lose a sister or 
for any child to be harmed. Yet, she needed 
to explore beyond her lived knowledge, 
floating past comforts to realize she needed 
help. That is part of learning for all children, 
from beyond what one knows, which is an 
existential or unavoidable part of being 
human.

AI – in theory – could bring ongoing 
learning. The bits of knowing brought-
together information can change and 
grow over time within a database or agent 
network. It takes time for AI applications to 
gather enough multimodal particles to be 
predictably arranged within educational 
spaces. However, the question is whether 
those arrangements have a current or flow 
towards reshaping the learners, particularly 
when learners are children, for their long-
term well-being. This can be true even, 
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as AI can already do tasks associated 
with teachers and teaching. Assess work 
(González-Calatayud et al., 2021). Give 
feedback on writing (Steiss et al., 2024). 
Are these tasks completely done apart 
from human prompting? No. Scholars have 
mapped the invisible human labour that 
goes into so-called automation (Selwyn et 
al., 2025). 

AI cannot be responsible for children’s well-
being as a confluence of technologically 
drawn together knowing. Someone must 
manage well-being the same way that 
someone looks out for little sister. Robin 
Wall Kimmerer (2021) wondered what we 
could be if we thought of ourselves as 
younger siblings of the planet instead of 
Masters of the Universe. Also, what about 
the children who learn slowly, or learn in 
languages other than dominant ones like 
English, even with AI? Instead of celebrating 
them as we do a beautiful smooth rock in a 
process of smoothing, will they be plucked 
from the stream? Water teaches us that 
while efficiency might have benefits, it was 
never optimal in education to accelerate 
efficiency. Accelerated water also brings 
danger to floating, hopefully swimming 
learners. 

Water was our first technology 

To a child, it is scientific to venture out 
during or just after a nice rain and splash 
your boots into puddles. We watched the 
droplets rush into the air. We played with 
siblings and our puppy, enjoying the felt 
knowledge (Simpson and Smith 2014) 
of droplets all around us. Cause/effect in 
action. We dug our own trenches and filled 
them with water from rain – sometimes 
from a siphon or hose and made muddy 
pits for playing. The mud made clay that 
formed bricks or blobs to make small walls 

and other fortifications for imaginative play. 
We threw mud at each other or smoothed 
it over our skin to hide us from the summer 
sun. The root of the word ‘technology’ 
means to craft or make things. Children 
make things – creative things – when 
they are allowed to do so without fear of 
punishment. Across cultures and histories, 
children have used objects and artifacts 
as toys during play to gain important 
experiences with material items and make 
sense of themselves as individuals among 
each other and within communities. Who 
will get to play with AI and who will be 
asked to do rote tasks assigned by AI as 
a means of control? How does this mirror 
historically present patterns of colonialism?

For animal physiologist and biochemist 
Margaret McFall-Ngai (2017), an 
understanding of the world is linked to 
how we can perceive it. While cognitive 
researchers have argued for the importance 
of concrete manipulatives versus abstract 
ones, the virtual worlds with AI are 
going to bring complications that can be 
considered a trap of abstraction (Cajete, 
2000). Representations of concrete items on 
computer screens are still representations. 
AI images or videos of splashes and ripples 
are not the same as stamping your own 
boots into actual water – experiences with 
all senses. Mothers may do less laundry 
when mud fights are virtual, but the skin 
knows the difference; the memories never 
have the same importance. While some may 
worry that only rich children will have access 
to AI, there are very real possibilities that 
playing, particularly playing with materials 
that are expected to become luxuries, like 
water, will be the pleasures of the rich. 
Poorer children could be sitting in starched 
clinical settings with identical handheld 
devices looking at images of beautiful trees, 
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while wealthy kids play in gorgeous oaks 
and come home with sticky faces from 
eating fruit all afternoon. 

Water was our first scarcity

We both now live in New Mexico – the driest 
state in the United States. For over 500 years, 
historic communities have been developing 
relational ways to share and conserve 
water. Prior to that, there were efforts to 
collaborate with plants and use traditional 
engineering practices. Colonialism and 
modernity left people thirsty in areas where 
there is no internet access for AI and places 
where there is internet access, but little to 
no water infrastructure.

AI water demands are substantial. Some 
large language models need 500 millilitres 
of water per 5–50 responses; the range 
depends on where the servers are in 
reference to the user and what season it is 
(O’Brien and Fingerhut, 2023). Training a 
single AI model can emit as much carbon 
as five cars in their lifetimes (Hao, 2019). 
What goes up into the air, will come down 
onto the land and into the water. Making 
an image with some forms of AI will use 
as much energy as charging your phone 
(Heikkilä, 2023). That energy comes from 
somewhere and eventually will emerge 
as land and water demands. While some 
of these estimates were made with early 
versions, demands are likely to increase 
rather than decrease. AI will be embedded 
into all educational technologies globally 
and AI will be more sophisticated, even 
reaching into quantum capacities that are 
self-making and self-repairing. Will waters 
come from areas rich in water already? 
No. Data centres will go to places where 
water is already scarce (San Francisco Post 
Staff, 2025). In New Mexico, communities 
are fighting to learn the fate of promised 
underground water for economic 
development projects. What can educators 
do? They can seek and demand the most 

accurate information possible about the 
water use for AI in their contexts and share 
the information with the children and in 
their communities. In classrooms as well as 
in policy-making bodies, decisions about 
whether and how much AI to use should 
be about more than keeping humans in 
the loop; these decisions should be about 
keeping humans in harmony with land/
water and other life.  

Max Liboiron (2021), a Red River Métis/
Michif and settler professor and researcher, 
distinguished between ‘the material aspects 
some people might think of as landscapes 
– water, soil, air, plants, stars – and histories, 
spirits, events, kinships, accountabilities, and 
other people that aren’t human’ (p. 43). As 
we contemplate water scarcities potentially 
created by humans for AI, we cannot 
ethically promise that AI will resolve these. 
There is a stronger historical trajectory 
towards using innovation to cause suffering 
and to take land and water than there has 
been to bring relief. We end with a plea, 
for educators and their relationship with 
technology to find an alignment (Cajete, 
2015). We give a warning to consider how 
to take up water accountabilities because 
it won’t be AI taking the water – it will be 
humans taking the water for AI. It won’t be 
AI changing education; it will be humans 
using Western science to exploit nature 
and others in the name of educational 
advancement, thus changing educational 
opportunities with AI. It will be up to 
humans to disrupt historically present 
realities and finally make a just future. 
Consuming water under the promise of 
learning but possibly with for-profit and 
even colonial motives is the greatest threat 
to our ecology and our consciousness 
(Cajete, 2000).
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3. 	 Debating the powers and perils of AI
Rethinking Education in the Age of Artificial Intelligence
Andreas Horn

We are at a turning point. AI is not coming 
for education – it is already here. And the 
question is no longer whether we should 
use it; it is how we use it and who we use 
it for. What we are facing is larger than a 
routine technology upgrade. It is a structural 
shift. If we get it right, we will not just 
modernize classrooms, we will enable a 
better model of learning.

Education systems were not built for 
this world

I have worked with schools, universities and 
corporate learning and development (L&D) 
teams. Almost all of them are asking the 
same thing: how do we integrate AI in a way 
that is safe, effective and future-ready?

Most institutions are stuck in a reactive 
mode. They pilot shiny tools, get wowed by 
demos and trial one chatbot or virtual tutor 
after another. What is missing is a strategy. 
Instead of a list of tools, we need a vision 
with guardrails. AI in education is not about 
digitizing the old; it is about reimagining 
learning for constant change, with pedagogy, 
equity and evidence at the centre.

This is our moment

We have a real but finite opportunity to 
shape how AI enters education. Choices in 
the next few years will set directions for the 
next decade. Will we let the market define 
our educational future? Or will we lead with 
values like inclusion, access, transparency 
and human dignity?

AI futures are not preordained. They are built 
through policy choices, funding priorities, 
evaluation standards and whose voices we 

include. The alignment of capability and 
urgency is rare. We should use it to redesign 
what matters.

AI can personalize learning, with clear 
conditions and limits

We have talked about ‘personalized learning’ 
for decades. AI finally makes aspects of it 
feasible at scale, for instance:

	� dynamic practice and pacing;

	� timely, targeted feedback; and

	� support for diverse needs and languages.

But two clarifications matter:

	� This does not mean replacing teachers. It 
means giving them capacity to do what 
only humans do – inspire, mentor, build 
relationships and exercise professional 
judgement.

	� The evidence is mixed and context-
dependent. Gains tend to appear when 
tools are aligned with curriculum, used 
consistently and mediated by teachers. 
Over-promising generic ‘personalization’ or 
universal time savings undermines trust.

To make this work, we need the system 
around it:

	� Solid infrastructure (devices, connectivity, 
accessibility features);

	� Aligned curriculum and assessment (so 
AI supports, not subverts, learning goals); 
and

	� Practical, ongoing teacher development 
focused on AI literacy, ethics and 
classroom integration.

Without these, even good tools fall flat or 
widen gaps.
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We are facing a global skills shift and 
education needs to catch up

The numbers are clear. A recent World 
Economic Forum study projects that by 
2030, nearly 60 per cent of workers will 
require reskilling, with many of today’s 
core job skills becoming obsolete within 
just five years (WEF, 2025). This trend is 
especially concerning given the persistently 
low proportion of women earning doctoral 
degrees in AI and computer science 
compared to men.

AI literacy cannot be an elective. It must 
be foundational – on par with reading, 
writing and mathematics. Three pillars are 
suggested:

1.	 Conceptual literacy: students need to 
understand how AI systems work – in 
plain language. Not every learner needs 
to become a machine-learning engineer, 
but everyone should grasp the basics: 
what is an algorithm? How does an AI 
model make predictions? What does it 
mean when we say a system is ‘trained’? 
Without this baseline, AI becomes a black 
box – and that is when power imbalances 
take root.

2.	 Critical literacy: this is about more than 
understanding how AI functions – it is 
about questioning how it behaves. Where 
does bias show up? Who decides what 
‘accuracy’ means? How do AI systems 
reinforce stereotypes, or exclude certain 
voices by design? Critical literacy means 
recognizing that AI is not neutral and 
giving learners the tools to challenge 
what they see.

3.	 Creative literacy: students should be able 
to use AI, not just consume it. 
That means learning how to prompt 
effectively, how to collaborate with AI 
systems, how to build and test basic 
models, and, most importantly, how to 

do so ethically. Creative literacy turns 
learners into active agents in the AI 
ecosystem, not passive users.

Not everything needs to be AI-
powered

Not every subject, lesson or moment 
benefits from technology. We do not need 
algorithms to grade every essay or systems 
to mediate every discussion. Some things 
should remain human, slow and analogue. 
Use AI where it clearly adds value – adaptive 
practice, targeted feedback to help learners 
catch up, accessibility support, and reducing 
repetitive admin – without crowding out 
curiosity, dialogue and reflection.

Technology must serve pedagogy, not 
the other way around

This is where implementations often go 
wrong. Tools get adopted without a clear 
educational philosophy. Systems chase 
dashboards and automation, then lose sight 
of what learning is for.

If you flip the equation to pedagogy first, 
this means:

	� Putting pedagogy before platforms: start 
every AI adoption discussion with the 
question: what do we want learners to 
be able to do? Then choose technology 
that serves that goal, not the other way 
around.

	� Investing in teacher capacity before tool 
capacity: give teachers structured time, 
training and space to experiment with 
AI, with ongoing coaching, not one-off 
workshops.

	� Making AI literacy core, not optional: 
build conceptual, critical and creative 
AI literacy into the curriculum from 
primary school to adult education. This is 
as foundational as reading, writing and 
mathematics.
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	� Setting guardrails early and making them 
public: define your red lines for privacy, 
transparency, safety and equity; and 
bake them into procurement, policy and 
contracts from day-one.

	� Evaluating impact continuously, not at 
the end: track what matters – learning 
outcomes, workload, equity and cost-
effectiveness. Publish the results openly 
to build trust and guide future decisions.

Final thought: Don’t just help 
students adapt, prepare them to lead

We are not preparing students for a world 
without AI. We are preparing them for a 
world where AI is present in most jobs, 
decisions and systems. So, it is important 
to go beyond ‘adoption’. Equip learners to 
question, create and set the terms of use. 
Teach them to understand limitations, 
verify outputs and shape the systems 
around them. And ensure the institutions 
they inhabit reflect human values, not just 
machine logic.

Let us use this moment not to automate 
old habits, but to build something better – 
something not just more efficient, but more 
equitable, more curious and more human.
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We do not have to accept AI (much less GenAI) as inevitable 
in education 
Emily M. Bender

The systems being sold as ‘AI’ are not fit for 
purpose for educational applications and we 
should not treat it as a foregone conclusion 
that they represent the future of education. 
In brief, the technology underlying large 
language models amounts to little more 
than a parlour trick and only provides the 
illusion of ‘intelligence’. Deploying such 
technology in the classroom, especially in 
resource-starved educational systems, is 
worse than nothing: on the one hand, large 
language models are designed to provide 
bespoke misinformation, and the way they 
are positioned constructs education as the 
accumulation of disembodied knowledge. 
On the other hand, any educational system 
purchasing them is misdirecting precious 
resources away from students and teachers, 
and instead towards the technology 
industry and the venture capitalists behind 
it. This is true even if the systems are 
allegedly provided for free: companies 
benefit from access to student data, as well 
as the reputational benefits of benevolently 
assisting in education. 

The visions provided by the tech billionaires 
might sound appealing, especially to 
people and governments struggling to 
find resources to provide quality education 
to their populations. Sam Altman (2024) 
promises that the ‘intelligence age’, driven 
by his technology, will lead to a world in 
which ‘our children will have virtual tutors 
who can provide personalized instruction 
in any subject, in any language, and at 
whatever pace they need’. Meanwhile, Bill 
Gates is predicting that advancements 
in ‘AI’ mean that within a decade ‘great 
tutoring’ will be free (Huddleston, 2025). 
These promises are empty, based on 
misapprehensions of both how the 
technology works and what education 

is. In this piece, I begin with a quick 
overview of why the technology can’t do 
what is promised and then turn to the 
harms that follow if it is used anyway. The 
tech billionaires are seeking to disrupt, 
Silicon Valley-style, the communities built 
out of relationships between students, 
teachers and families, which are at the 
core of successful education. It is critical 
that educators and leaders of education 
systems bring a critical eye and skeptical 
attitude towards the sales pitches from AI 
companies and philanthropic organizations, 
so that they can protect the students in 
their care from exploitation and diminished 
educational services, in the name of 
‘progress’.

The trick of large language models

Large language models and chatbots built 
on top of them have been marketed as 
‘everything machines’, nearly-there solutions 
to all that ails us: robo-doctors to step in 
when health-care systems are overstretched, 
robo-scientists to cure cancer and solve the 
climate crisis, and, of course, robo-teachers 
that can provide tireless personalized 
tutoring to every student. This is, in fact, all a 
con, as Alex Hanna and I write in The AI Con 
(Bender and Hanna, 2025). 

What large language models are designed 
to do is to mimic the way that people 
use language. Based on very large input 
datasets, they can output text that takes 
the form of a medical diagnosis, a scientific 
paper, or a tutoring session. But the key 
thing to know here is that these models 
only ever have access to form: the spelling 
or sometimes the sounds of words. When 
we imagine them being ‘trained on’ or 
‘ingesting’ enormous quantities of text, we 
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understand that text to be saying something 
(because we could make sense of it if we 
read it) and therefore imagine the systems 
to be ‘learning’ from knowledge represented 
in the text. But, in fact, all the systems ever 
have access to is the form of the linguistic 
activity that makes up the training data: 
literally the spellings of words.

The only reason they seem to be doing 
more is the way they play on how people 
make sense of language. Whereas it might 
seem like understanding a text is a matter 
of simply unpacking the meaning that 
the author packed into the words; in fact, 
psycholinguistics shows that the process is 
quite different and far more involved than 
that (Reddy, 1979; Clark, 1996). We use 
everything we know or imagine about the 
person who wrote the words, everything 
we imagine to be in our shared common 
ground with that person, and everything we 
imagine about what they know about our 
current beliefs (or those of their intended 
audience, at least). In that context, we then 
ask the question: what must they have 
been trying to communicate by choosing 
those words in that order? In other words, 
in order to make sense of language, we 
must imagine a mind behind the text, and 
furthermore we do this reflexively and 
instinctively. So, when we encounter the 
output of a large language model, we make 
sense of it by constructing an imagined 
mind that isn’t there. Any ‘intelligence’ 
we perceive in these systems is purely 
a projection of our own cognition and 
linguistic competence.

Bespoke misinformation

The way that we make sense of language 
means we are quite vulnerable in the face 
of synthetic text extruding machines, 
especially ones designed to take an 
authoritative tone and sold as having 
access to all the world’s information 
(Google, 2024). Furthermore, the process 

called ‘reinforcement learning from human 
feedback’ (Ouyang et al., 2022), used to 
reshape the probabilities associated with 
specific sequences of words such that 
the systems are less likely to produce 
particularly offensive outputs, has the effect 
of producing systems that tend to output 
strings that match what the user wants to 
see. All of this, combined with the fact that 
the outputs of synthetic text extruding 
machines are not controllable, means that 
students are going to get possibly subtly, 
possibly starkly, different ‘information’ out of 
the systems. 

This ‘information’ will be presented 
authoritatively and convincingly, but 
without clear traces back to its provenance. 
Any given piece of ‘information’ might come 
from some specific underlying text, might 
be a decent summary of several texts, or 
might be simply a remix of words that, in 
fact, is not supported by any of the source 
texts. Where previously teachers might 
have had to deal with a variety of common 
misconceptions, now they are faced with 
bespoke misinformation being fed to each 
student, based on their interests and how 
they prompt the machine.

Critical engagement and communities 
of knowers

The lack of provenance information would 
be a problem even if the outputs were 
always strictly factual. Setting up a global 
‘answer machine’ that can (seemingly) carry 
on conversations about any topic construes 
knowledge as something that exists 
separately from communities of knowers 
and education as the accumulation of that 
knowledge. But knowledge belongs to and 
is negotiated by communities of knowers 
(Hoffmann and Bloom, 2016). The source 
of even seemingly objectively knowable 
kinds of information matters immensely in 
making sense of it. Take, for example, the 
question of the length of the coastline of 
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some country. The particular value given will 
depend on how granular the measurement 
is (do you trace each and every inlet? each 
rock along the beach in each inlet?), and 
that, in turn, will depend on why the person 
measuring chose to do the measurement. 
The value will also depend on political facts, 
like where the boundaries of the country lie, 
boundaries that might well be contested, 
and so to make sense of the particular value, 
we need to know the political perspective of 
the measurer. 

Especially when educational outcomes 
are measured via standardized testing, 
it is all too easy to see education as the 
accumulation of knowledge (including both 
‘knowing that’ and ‘knowing how’). But the 
deeper purpose of education, and one that 
could never be served by ‘answer machines’ 
involves knowing how to navigate an 
information ecosystem, how to understand 
ideas and positions and how they relate 
to each other and to the people who hold 
them, and how to articulate our own ideas 
and situate them in that broader landscape 
(Shah and Bender, 2024).

All kinds of synthetic media are 
problematic

I have been focusing on synthetic text, but 
all kinds of synthetic media are problematic 
and, in fact, poisonous to the educational 
context. None of these systems is built on 
consentfully collected datasets.¹4Modelling 
or encouraging their use teaches school kids 
to devalue the work of artists of all kinds, 
which was stolen to create them. It also 
devalues children’s own creative expression, 
suggesting that their drawing, painting, 
writing, etc. aren’t good enough and they 
should instead replace them with the more 
polished system outputs. 

1.	  See https://www.consentfultech.io

As a final example, consider the proposal by 
Alex Banks of The Signal (an organization 
whose stated purpose is to ‘democratize AI 
education for everyone’) to make students 
‘part of the story’ in history lessons (Banks, 
2025) by using synthetic video to depict 
historical events being studied. In contrast 
to an assignment that asks students to 
imaginatively depict an historical incident 
from various points of view, that is, one 
that provides structure for students to use 
their imagination to guide how they draw 
on primary sources, deploying synthetic 
media this way puts students in a passive 
role. Beyond that, it is guaranteed to 
misrepresent the people and events in 
question, mislead students by failing to 
demarcate what is known and what is 
imagined, and also mislead students in 
a more abstract way by suggesting that 
details of the past are knowable, which 
simply aren’t.

Disrespectful to students, 
disrespectful to teachers

To suggest that synthetic text extruding 
machines are suitable for classroom use (to 
replace teachers, or just as an auxiliary aid) is 
to flatten the work of teaching and learning 
into just the words that are exchanged 
between student and teacher. While it is 
true that the words might be the most 
directly observable part of that activity, they 
are neither its heart nor where the value 
lies. Teaching and learning are intrinsically 
social activities, built around relationships 
in the classroom. When a teacher chooses 
words to say to their students, those words 
reflect not only the concept, technique and 
encouragement to critical thinking or other 
communicative goal that the teacher wishes 
to convey, but also their understanding of 
where their particular students are currently 
at, all of their expertise in pedagogical 
practice, and their care towards the students 

https://www.consentfultech.io
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they are working with. And all of that is 
what makes the teacher’s words effective. 
To say the value is in the words themselves 
is profoundly disrespectful to both teachers 
and students. It erases the work and 
expertise of teaching, on the one hand, 
and paints students as unworthy of caring 
mentors who help them grow their critical 
thinking, on the other hand.

Who really benefits? Whose interests 
should we be protecting?

We are often told that students must learn 
how to use chatbots or other ‘AI’ systems 
lest they get ‘left behind’. But this argument 
presupposes that the future we must run 
towards is one where evermore aspects of 
our lives are mediated by technology. We 
can and should imagine futures where the 
development is towards other goals, such as 
more potential for self-actualization, better 
health outcomes, more environmental 
sustainability and stronger communities. 
Education has a role to play in all of those 
arenas, both through the learning that 
students do and through the connections 
that are strengthened among classmates, 
their families and their larger communities. 
Technologies of isolation (Gilliard, 2025) that 
discourage people from turning to each 
other for information, or to work together 
to understand information, run counter to 
these goals.

The world of education is currently 
besieged by marketing of so-called artificial 
intelligence solutions. This marketing 
positions the technology as beneficial, 
benevolent, magical and the way of the 
future. But we should always examine 
marketing with great skepticism. This 
means always asking: what is in it for 
them? Why are the tech companies and 
tech philanthropists so invested in shaping 
education? On top of lucrative contracts, 
there are also other incentives, such as 

access to data about students and further 
normalization and entrenchment of the 
power of tech oligarchies (Rhodes, 2025).

Educators and leaders of education systems 
must put the interests of students above 
all else. Any funds that are sent to tech 
companies, in the guise of being ‘cheaper’ 
solutions or ‘better than nothing’, are funds 
that could have been used for teacher 
salaries and other material support to 
education. If the tech is being adopted 
because it’s ‘better than nothing’, it is always 
worth being skeptical of that claim, as the 
tech has documented potential for harm 
(Baker-White, 2025; Kosmyna et al., 2025). 
Furthermore, it is always worth asking why 
the alternative is ‘nothing’.

It can be difficult to push back against 
the inevitability narrative and all of 
the associated glitzy, extremely well-
funded marketing. I believe it can help 
education leaders to maintain a skeptical, 
even suspicious, stance, if we shift the 
conceptualization of education systems 
as perpetually in need of any resources 
available and understand them instead 
as being full of another kind of wealth: 
students’ time and attention and their 
potential as individuals and as communities. 
These are extremely valuable and worth 
protecting. When tech companies or tech-
funded philanthropic organizations come 
sniffing around with ‘solutions’ predicated 
on everyone using their software, these 
solutions are never cost-free in the bigger 
picture. If there isn’t time to thoroughly 
examine the costs, then the default position 
can and should be, ‘No, thank you’.



AI and the future of education: Disruptions, dilemmas and directions –  Debating the powers and perils of AI

45

References

Altman, S. 2024. The intelligence age. Samaltman.com. 
https://ia.samaltman.com (Accessed 5 August 
2025.)

Baker-White, E. 2025. These AI tutors for kids gave 
fentanyl recipes and dangerous diet advice. Jersey 
City, Forbes. https://www.forbes.com/sites/
emilybaker-white/2025/05/12/these-ai-tutors-for-
kids-gave-fentanyl-recipes-and-dangerous-diet-
advice (Accessed 5 August 2025.)

Banks, A. 2025. Learning will never be the same. 
Sunnyvale, LinkedIn. https://www.linkedin.com/
posts/a-banks_learning-will-never-be-the-same-
people-activity-7340710510121611264-891j 
(Accessed 5 August 2025.)

Bender, E. M. and Hanna, A. 2025. The AI Con: How 
to Fight Big Tech’s Hype and Create the Future We 
Want. New York, HarperCollins.

Clark, H. H. 1996. Using Language. Cambridge, 
Cambridge University Press.

Gilliard, C. 2025. Surveillance scholar Chris Gilliard on 
Facebook’s spy glasses. Remarks on Techtonic with 
Mark Hurst. Jersey City, WFMU [podcast]. https://
www.wfmu.org/playlists/shows/152175 (Accessed 
29 July 2025.)

Google. 2024. Our approach to Search. Mountain View, 
Alphabet. https://www.google.com/intl/en_us/
search/howsearchworks/our-approach (Accessed 
5 August 2025.)

Hoffmann, A. L. and Bloom, R. 2016. Digitizing 
books, obscuring women’s work: Google books, 
librarians, and ideologies of access. Journal 
of Gender, New Media, and Technology, Vol. 9. 
Eugene, University of Oregon. https://hdl.handle.
net/1794/26769 (Accessed 5 August 2025.)

Huddleston Jr., T. 2025. Bill Gates: Within 10 years, AI 
will replace many doctors and teachers – Humans 
won’t be needed ‘for most things’. Englewood Cliffs, 
CNBC. https://www.cnbc.com/2025/03/26/bill-
gates-on-ai-humans-wont-be-needed-for-most-
things.html (Accessed 5 August 2025.)

Kosmyna, N., Hauptmann, E., Yuan, Y. T., Situ, J., Liao, 
X.-H., Beresnitzky, A. V., Braunstein, I. and Maes, 
P. 2025. Your brain on ChatGPT: Accumulation 
of cognitive debt when using an AI assistant for 
essay writing task. Ithaca, arVix. https://doi.
org/10.48550/arXiv.2506.08872 (Accessed 5 
August 2025.)

Ouyang, L., Wu, J., Jiang, X., Almeida, D., Wainwright, 
C., Mishkin, P., Zhang, C., Agarwal, S., Slama, K., 
Ray, A., Schulman, J., Hilton, J., Kelton, F., Miller, 
L., Simens, M., Askell, A., Welinder, P., Christiano, P. 
F., Leike, J. and Lowe, R. 2022. Training language 
models to follow instructions with human 
feedback. Ithaca, arVix. https://doi.org/10.48550/
arXiv.2203.02155 (Accessed 5 August 2025.)

Reddy, M. J. 1979. The conduit metaphor: A case of 
frame conflict in our language about language. 
Metaphor and Thought. Cambridge, Cambridge 
University Press, pp. 164–201.

Rhodes, C. 2025. Stinking Rich: The Four Myths of the 
Good Billionaire. Bristol, Bristol University Press.

Shah, C. and Bender, E. M. 2024. Envisioning 
information access systems: What makes for 
good tools and a healthy web? ACM Transactions 
on the Web, Vol. 18, No. 3. New York, Association 
for Computing Machinery (ACM). https://doi.
org/10.1145/3649468 (Accessed 5 August 2025.)

http://Samaltman.com
https://ia.samaltman.com
https://www.forbes.com/sites/emilybaker-white/2025/05/12/these-ai-tutors-for-kids-gave-fentanyl-recipes-and-dangerous-diet-advice
https://www.forbes.com/sites/emilybaker-white/2025/05/12/these-ai-tutors-for-kids-gave-fentanyl-recipes-and-dangerous-diet-advice
https://www.forbes.com/sites/emilybaker-white/2025/05/12/these-ai-tutors-for-kids-gave-fentanyl-recipes-and-dangerous-diet-advice
https://www.forbes.com/sites/emilybaker-white/2025/05/12/these-ai-tutors-for-kids-gave-fentanyl-recipes-and-dangerous-diet-advice
https://www.linkedin.com/posts/a-banks_learning-will-never-be-the-same-people-activity-7340710510121611264-891j
https://www.linkedin.com/posts/a-banks_learning-will-never-be-the-same-people-activity-7340710510121611264-891j
https://www.linkedin.com/posts/a-banks_learning-will-never-be-the-same-people-activity-7340710510121611264-891j
https://www.wfmu.org/playlists/shows/152175
https://www.wfmu.org/playlists/shows/152175
https://www.google.com/intl/en_us/search/howsearchworks/our-approach
https://www.google.com/intl/en_us/search/howsearchworks/our-approach
https://hdl.handle.net/1794/26769
https://hdl.handle.net/1794/26769
https://www.cnbc.com/2025/03/26/bill-gates-on-ai-humans-wont-be-needed-for-most-things.html
https://www.cnbc.com/2025/03/26/bill-gates-on-ai-humans-wont-be-needed-for-most-things.html
https://www.cnbc.com/2025/03/26/bill-gates-on-ai-humans-wont-be-needed-for-most-things.html
https://doi.org/10.48550/arXiv.2506.08872
https://doi.org/10.48550/arXiv.2506.08872
https://doi.org/10.48550/arXiv.2203.02155
https://doi.org/10.48550/arXiv.2203.02155
https://doi.org/10.1145/3649468
https://doi.org/10.1145/3649468


AI and the future of education: Disruptions, dilemmas and directions –  Debating the powers and perils of AI

46

Contested imaginaries: Reclaiming higher education in the 
age of AI
Markus Deimann and Robert Farrow

The emergence of AI as a force within 
education compels a re-examination not 
only of pedagogical practices but also of 
the very futures we imagine as possible or 
desirable. Across global contexts, AI gives 
rise to conflicting imaginaries: on one hand, 
for example, utopian visions of personalized 
learning, expanded access and educational 
equity aligned with the United Nation's 
Sustainable Development Goal 4; on the 
other hand, dystopian fears of deepened 
inequalities, the erosion of human 
judgement and the commodification of 
learning. These imaginaries are not passive 
reflections of technological trends; they are 
active forces, shaping policies, priorities 
and values in real time. In times of profound 
volatility and disruption, the educational 
project becomes inseparable from the 
ethical task of imagining and enacting 
alternative futures. While imaginaries 
such as techno-solutionism permeate 
multiple domains of society, including 
health, governance and the media, we 
argue that their manifestation in higher 
education deserves particular attention. 
Here, imaginaries intersect with institutional 
traditions, academic governance and 
pedagogical values in unique ways that 
differentiate them from broader societal 
contexts (Rahm, 2023).

This think piece critically interrogates 
how AI imaginaries influence educational 
trajectories and asks how education might 
reclaim its narrative agency – not merely 
adapting to technological change, but 
asserting normative visions of justice, 
dignity and sustainability in an AI-mediated 
world.

An indicator for the deep belief in 
technologies to bring about progress and 
prosperity is the current hype around 
generative AI, with the provision of ChatGPT 
and other tools seeming to usher in an ‘AI 
revolution’, with a linear development path, 
driven by ever larger models and more 
training data. However, this revolution 
is now at a turning point because the 
underlying resources (data, energy) are 
being exhausted and new strategies for 
progress are needed (Jones, 2024). 

Imaginaries: Intersection of 
technology and ideology

Technologies such as smartphones, 
social platforms, cloud computing and 
algorithmic decision-making now mediate 
communication, commerce, entertainment, 
governance and education in ways that 
are often seamless and subterranean. 
Businesses have reoriented themselves 
around data-driven models and global 
digital networks; social and political 
movements increasingly unfold within 
online spaces. From a user perspective, it 
can be easy to forget that digital media not 
only changes what we do, but it also subtly 
shapes how we imagine ourselves and our 
futures.

Imaginaries have been defined as 
‘collectively held, institutionally stabilized, 
and publicly performed visions of desirable 
futures, animated by shared understandings 
of forms of social life and social order 
attainable through, and supportive of, 
advances in science and technology’ 
(Jasanoff and Kim, 2015). The plasticity 
(Malabou, 2022) and ubiquity of AI means 
it can easily function as a screen on which 
to project normative visions of the future. 

https://www.zotero.org/google-docs/?WBf5jc
https://www.zotero.org/google-docs/?lA2Iur
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Under ‘late capitalism’ – characterized 
by economic and political disruption 
and volatility – conflicting imaginaries 
and narratives emerge as strategies for 
navigating uncertainty. Furthermore, 
research has shown how discourses on 
digital technologies have historically been 
constructed around myths in order to 
normalize dominant ideologies by making 
alternative perspectives invisible and 
existing power relations appear ‘natural’ 
(Bory, 2020; Mosco, 2005). 

Furthermore, we observe that technology 
– particularly as platformed in social 
media – is an increasingly important vector 
for political sentiment. It is becoming more 
difficult to think of the challenges around 
AI in education as isolated from wider 
political concerns. Many AI advocates 
share ideological and explicitly political 
commitments, including technological 
optimism, a belief in free market 
libertarianism, solutionism (Morozov, 2013) 
and dataism (Adamczyk, 2023; Van Dijck, 
2014). For some, this extends to a belief 
in messianic ‘general AI’, which transcends 
the irrationalities of a ‘merely human’ 
perspective. Such views have been criticized 
as reflecting and reproducing forms of 
gender bias, often privileging masculinist, 
rationalist and universalist perspectives, 
while marginalizing feminist and care-based 
epistemologies (Gebru and Torres, 2024).

Within this context, AI is often highlighted 
as a driver of both utopia and dystopia 
(Brevini, 2020) and is now presented 
– sometimes in the same breath – as 
humanity’s greatest hope and most 
formidable threat (Warburton, 2023). This 
can lead us to ask: rather than treating 
AI imaginaries as abstract or symbolic, 
we propose interrogating their political 
function. Which liminal or speculative 
futures are being mobilized – and in 
service of which educational, economic, 
or ideological agendas? For instance, the 

idea of a ‘teacherless classroom’ not only 
evokes a seductive image of efficiency and 
scalability, but also aligns with cost-cutting 
imperatives in neoliberal education systems 
and the expansion strategies of AI-powered 
platforms. 

Before we present a table depicting AI 
imaginaries that are prevalent in education, 
we first lay the conceptual groundwork to 
ensure that the AI imaginaries it presents 
are read not as neutral categories, but as 
politically charged constructs embedded in 
broader ideological projects. This structure 
allows the table to serve as a critical 
mapping device rather than a surface-level 
classification.

Cyberlibertarian imaginaries

In light of the aforementioned context, 
solutionism, market-orientation and 
the unimpeded flow of information 
and knowledge have served as pivotal 
tenets within discourses concerning the 
future of higher education. However, 
this discourse has predominantly 
overlooked the antithetical aspects of 
cyberlibertarianism, which are presently 
intertwined with escalating rhetorics of 
authoritarianism and fascism (Klein and 
Taylor, 2025). Cyberlibertarian imaginaries 
have gained enormous momentum since 
the beginning of the second term of United 
States President Trump. According to David 
Golumbia (2024, p. 11), 

Cyberlibertarianism is a 
commitment to the belief that 
digital technology is or should 
be beyond the oversight of 
democratic governments – 
meaning democratic political 
sovereignty. Frequently, the 
sentiment can be reduced to the 
view that democratic governments 
cannot or must not regulate the 
internet – or to flip this formulation 

https://www.zotero.org/google-docs/?IDgy7l
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on its head, that the internet 
should be a place to which laws do 
not (or cannot) apply. 

This is a form of internet exceptionalism, 
proclaiming it as a digital space outside 
of legal regulations and with profound 
implications for many areas of society, 
including education. For quite some time, 
digital education has been to a growing 
extent grounded in cyberlibertarian 
thinking, as argued, for instance, by 
Neil Selwyn (2024) with reference to 
the EdTech industry, which is using the 
pretext of ‘educational innovation’ to 
enforce market logic – a central feature of 
cyberlibertarianism. 

From the cyberlibertarian perspective, 
educational institutions exist to be 
subverted and bypassed since pedagogy 
can be reduced to a matter of product and 
consumer preference. The employment of 
elements of solutionism posits the notion 
that technologies are inherently beneficial 
for educational purposes and can be found 
across a wide range of educational domains. 
The present moment is characterized by 
the profound materialization of perilous 
ideologies, as evidenced by recent attacks 
on universities (notably in the United 
States). In light of this, it is imperative to 
advance counter-narratives that are firmly 
rooted in democratic principles and to 
harness the collective power of the people, 
as opposed to the influence of libertarian 
billionaires.

Navigating educational imaginaries

Higher education is constrained by socio-
technical imaginaries, as posited by scholars 
such as Lina Friesen (2020) and Norm Rahm 
(2023), as well as by AI-futurism (Schütze, 
2024) and an overarching technological 
determinism (Karp and Zamiska, 2025). 
Nevertheless, it remains important to 
hypothesize about educational imaginaries 

that are grounded in democratic principles 
and oriented towards navigating turbulent 
periods within higher education.

AI is widely framed as a technology of 
interest for educators and learners, with 
some commentators suggesting it may offer 
new possibilities for teaching, learning and 
access (Bozkurt et al., 2023; Ossiannilsson et 
al., 2024). However, such claims often remain 
speculative and are rarely substantiated 
by empirical evidence, and the language 
of ‘potential’, although common, tends to 
obscure this (UNESCO, 2023). In fact, AI 
development in education has followed a 
‘messy’, non-linear path of ‘one step forward, 
two steps back’ (Selwyn, 2022), raising 
doubts about its transformative potential.

AI, construed as a ‘medicine for the sick 
patient of education’ (Higgin, 2024), is 
entering classrooms and lives regardless of 
the preferences of educators. There is no 
easy response to such disempowerment, 
which compounds a sense of existential 
crisis. Yet, it is precisely in moments of 
disruption and loss of control that educators 
must actively and critically engage with the 
imaginaries that shape AI’s role in education, 
challenging dominant narratives, proposing 
alternative futures and cultivating collective 
agency. Educational imaginaries need not 
be captive to technological determinism 
or market logic. Instead, they can be 
deliberately constructed around values of 
inclusion, justice, sustainability and care. 
This involves reasserting the centrality of 
pedagogy, resisting reductive metrics of 
learning, and embracing complexity and 
pluralism (Nørgård, 2021).

Contrasting AI imaginaries in 
education

We briefly describe some of the key 
imaginaries that are prevalent in current 
discourses.
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Table 1: Key imaginaries prevalent in current discourses

Imaginary/Ideology Description Fields of contestation

Utopian AI for education/
techno-solutionism, 
progressivism

AI as a tool for personalized 
learning, expanded access and 
educational equity, especially 
aligned with SDG 4. The 
belief that AI can democratize 
education by tailoring content 
to individual needs.

Access vs. equity: does 
AI address structural 
inequalities or deepen 
them? Personalization vs. 
standardization: can AI 
effectively replace traditional 
teaching methods?

AI as the perfect educator 
(Friesen, 2020)/Automation 
utopianism, post-humanism

AI as an autonomous entity 
that can teach, evaluate and 
even tutor students, ideally 
improving educational 
outcomes with minimal human 
intervention.

Human agency vs. automation: 
what role do human teachers 
play in this scenario? Teacher-
student relationship: does 
AI undermine or enhance 
the personal connection? 
Gendered neutrality: does 
the imagined AI educator 
reproduce masculine-coded 
ideals of efficiency, objectivity 
and authority?

Techno-solutionism in 
education/neoliberalism

The belief that technology, 
including AI, inherently solves 
educational problems like 
access, quality and scale. This 
narrative often accompanies 
the rise of massive open online 
courses (MOOCs) and EdTech 
platforms.

Market logic vs. public 
good: is education being 
commodified? Quality vs. 
quantity: does technology 
enhance educational quality or 
merely increase access without 
addressing systemic issues?

Cyberlibertarianism 
in education/market 
fundamentalism

The ideology that digital 
technologies, including AI, 
should operate outside the 
boundaries of governmental 
regulation, advocating for a 
free market of educational 
tools, embedded in an 
authoritarian setting.

Regulation vs. autonomy: can 
we regulate AI without stifling 
innovation? Democracy vs. 
privatization: who controls 
education when it is governed 
by tech companies?

Dystopian AI and the 
surveillance state/authoritarian 
techno-governance

A fear that AI will be used to 
surveil, control and manipulate 
educational environments, 
replacing genuine learning 
with data-driven compliance.

Surveillance vs. autonomy: 
does AI infringe on student 
privacy? Freedom vs. control: 
how can education resist the 
rise of algorithmic governance?

AI as ecological catastrophe/
critical environmentalism

The recognition that 
AI’s promises might be 
unsustainable due to the vast 
data and energy requirements, 
raising concerns about its 
environmental and ethical 
costs.

Sustainability vs. profit: is 
the pursuit of AI’s potential 
contributing to environmental 
degradation? Ethical 
deployment: how can we 
balance innovation with 
ecological responsibility?
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Conclusion: Operating through 
tensions

It is essential to recognize the conflicting 
imaginaries influencing contemporary 
education, political discourse and the wider 
digital information sphere. Imaginaries 
matter because they guide what we invest 
in, what we fear and what we believe is 
possible. Imaginaries manifest in strategies, 
rules or action plans. In confronting the 
competing imaginaries surrounding AI in 
higher education, educators are faced with a 
critical ethical and political task: to navigate 
technological change as active shapers of its 
meaning, direction and impact. This means 
holding space for tension, while resisting 
the lure of deterministic and polarizing 
narratives. To act with such tensions in 
mind is to insist that the future of education 
remains open, contestable and grounded in 
democratic values.

When we think in terms of AI imaginaries, 
the difficulty of reflection in a fast-
paced world comes into sharper relief. AI 

technologies evolve faster than our ability 
to measure, contextualize or regulate them. 
Social, ethical and political consequences 
are still emerging, yet decisions must be 
made in real time, often on incomplete 
evidence. This creates a tension between the 
need for critical distance and the urgency 
of action. More than ever, it is essential to 
create space for reflection, discussion and 
the iteration of adaptive interpretative 
frameworks that can be shared through fora, 
where diverse voices co-create and revise 
our collective futures. Too often, the framing 
of discourse around AI is set by technology 
companies and venture capitalists. By 
ensuring that the shifting imaginaries of 
AI are shaped through gender-responsive, 
environmentally sustainable and globally 
inclusive dialogue, we can potentially 
create technological futures that challenge 
bias, empower women and marginalized 
groups, protect the planet and strengthen 
responsible citizenship.
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4. 	AI pedagogies, assessment and emerging

educational futures 

The incomputable classroom: The limits and dangers of AI 
in education
Abeba Birhane

In a 1985 interview, Joseph Weizenbaum, the 
creator of the first chatbot, ELIZA, was asked 
about the benefits of having computers in 
the classroom. Weizenbaum dismissed the 
question as ‘wrongheaded’ and ‘upside-down’, 
loaded with unwarranted assumptions. If 
the betterment of education is at stake, 
Weizenbaum replied, then the question 
should begin with ‘what education should 
accomplish and what the priorities should be’ 
and not ‘how computers can be used in the 
classroom’ (Weizenbaum, 1985). The field of AI 
has gone through some of the most advanced 
breakthroughs over the four decades since 
this interview. This think piece 1) draws 
on Paulo Freire’s (1970) critical pedagogy 
and embodied and enactive approaches 
to cognitive science to illustrate the rich, 
dynamic and relational nature of learning, 
and 2) reviews existing work that highlights 
the limitations, drawbacks and harms of 
generative AI in classroom settings to 3) call 
on policy-makers, educators and educational 
institutions to challenge and resist uncritical 
use of generative AI in the classroom.

The release of ChatGPT has brought 
generative AI into the mainstream. 
Subsequently, individual educators and 
learners alike are increasingly using the 
technology for various purposes, including 
writing, code generation and assignment 
evaluation. This is, in part, propelled by an 
aggressive and concerted push by for-profit 
companies like Google and OpenAI. OpenAI 
envisions that ‘over time, A.I. would become 
part of the core infrastructure of higher 

education,’ according to Leah Belsky, their 
vice president of education (Singer, 2025). 
Government bodies view generative AI as a 
powerful instrument that offers economic 
competitiveness. For large tech corporations, 
AI companies and start-ups alike, generative 
AI is a powerful tool that enables market 
dominance and monopoly. Thus, the 
vendors market generative AI as a powerful 
technology with the capacity to solve a 
multitude of societal, structural, political and 
economic challenges, the most attractive 
selling point being scale and cost reduction. 
This think piece is particularly focused on 
systematic integration of AI as opposed to 
individual uses.

Let us take a brief look at what generative 
AI is to better understand why it is a tool 
that flattens out complexity, is inherently 
backward-looking and thus presents a danger 
to learning. Generative AI is undoubtedly a 
remarkable engineering achievement. Trained 
on vast amounts of data, transformer-based 
models ‘learn’ statistical patterns and token 
relationships to produce human-like outputs. 
Leveraging a mechanism known as ‘self-
attention’, these models iteratively select a 
path through a vast space of potential token 
sequences based on ‘learned’ probabilities to 
construct plausible and coherent sequences 
of tokens, rendered as text in the case of 
language generation. A fundamental aspect 
of how large language models (LLMs) 
function is ‘learning’ historical usage, patterns 
and structures. This renders the technology 
backward-looking, whereby seemingly newly 
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generated text is predicated on patterns 
of the past. Built on the backbone of these 
principles, services such as ‘personalized 
tutoring’, in essence, amount to tailoring the 
future educational needs of a learner on the 
basis of the past.

Furthermore, text generation in LLM is not 
grounded in factual real world knowledge 
but instead based on probabilistic sampling 
from token distribution. The fluent, seemingly 
coherent and plausible text generated can 
easily be factually incorrect, entirely made-up 
or misleading, known as an ‘hallucination’. 
This means that without a domain expert 
to validate LLM output, there is no way 
of distinguishing factually accurate from 
incorrect or made-up information.

Google and OpenAI are at the forefront of 
promoting AI as a solution to some of the 
biggest challenges in education. According to 
Google’s marketing information, ‘In education, 
AI can be used to do helpful things like make 
learning experiences more personal, provide 
immediate feedback, improve accessibility, 
enhance digital security, give educators 
precious time back and so much more’ 
(Google, 2024a). Similarly, OpenAI claims, 
‘ChatGPT can help with various tasks across 
campus, such as providing personalized 
tutoring for students and reviewing their 
resumes, helping researchers write grant 
applications, and assisting faculty with 
grading and feedback’ (Open AI, 2024). These 
claims lack rigorous empirical evidence, as 
we see below. Tech companies view AI as a 
‘solution’ to education.

But what is education? Embodied and 
enactive cognitive sciences remind us that 
knowledge is not something discrete that 
an individual possesses and passes down 
but an inherently dynamic and evolving 
endeavour that develops in the process of 
embodied, curious and engaged interaction 
through dialogue. The pinnacle of cognition, 
particularly ‘human knowing’, is inextricably 
interwoven with interactions we engage in 

with each other and the physical, cultural 
and social world we inhabit, ‘so much so 
that individuals are not thinkable outside 
of their interactions and embeddedness 
in their (social) world’ (De Jaegher, 2019). 
Dialogic models of knowledge and education 
emphasize that interactions between a 
student and teacher and/or peer provide 
‘scaffolding’ for how that child understands 
the world. The always in flux, active and 
continually transforming nature of human 
cognition necessitates that education be 
fundamentally an ongoing activity. Far 
from the reductionist view whereby ‘formal 
knowledge’ can be packaged and acquired 
from an LLM, the classroom is an environment 
where love, trust, empathy, care and humility 
are fostered and mutually cultivated through 
dialogical interactions.

Contrary to common conceptions of 
education where the student is a passive 
recipient of knowledge or an empty 
vessel that memorizes teacher-narrated 
content mechanically, education is a 
critical intervention. In the Pedagogy of the 
Oppressed, Freire (1970) emphasizes that the 
most important object of education is for 
the student to come to ‘feel like master of 
her own thinking’. Education is thus a means 
for learners to develop the skills needed for 
self-assertion and the vocabulary to critically 
reflect on the object of knowledge and deal 
with it in the real world. Writing, for example, 
is not a neutral and passive generation of 
textual content, but an active and engaged 
process of structuring and articulating our 
thoughts, values, reflections and positionality.

The teacher-student dialogue is not an end in 
itself but a means to develop comprehension 
and articulation of the object of knowledge. 
According to Freire (1970), ‘There is no such 
thing as a neutral educational process.’ 
Education functions as an instrument 
for critical intervention. In contemporary 
societies, it is instrumental for dealing with 
current issues that children are growing 
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up with. This includes how to identify and 
manage, for example, mis/dis-information, 
harmful ideologies and anti-science 
sentiments that have become part and parcel 
of the current digital knowledge ecosystem.

A genuine and in-depth engagement of 
cognition, knowledge and education reveals 
that education is a thoroughly complex, 
relational, dynamic and interpersonal 
human endeavour. Although generative 
AI is marketed as a substitute for deep, 
meaningful human interaction, these 
qualities of education defy datafication, 
measurement and automation. The now 
deep embeddedness of AI in our day-to-
day lives is often mistakenly perceived as AI 
technologies being extremely capable, fully 
autonomous ‘agents like ourselves’ (Birhane et 
al., 2024). Such anthropomorphic claims are 
often predicated on simplified and reductive 
framing of human cognition in machinic 
terms, while over-inflating the capabilities of 
AI tools (Birhane and Van Dijk, 2020). Unlike a 
human being, there is nothing at stake for a 
generative AI model. It cannot feel a sense of 
loss, embarrassment, accomplishment or care 
towards a student, as human teachers do.

Furthermore, as a relatively new technology, 
the downstream impact of generative AI 
on the teaching and learning process is not 
thoroughly researched and understood. 
Generative AI products, tools and services 
from Big Tech are released into the world 
without appropriate vetting and rigorous 
testing, especially of their impact on children 
and teens’ cognitive, emotional and social 
development. In the long term, generative AI 
is likely to inhibit children’s cognitive, social 
and critical thinking development and skills. 
Emerging research that examines the use 
of generative AI in education shows that it 
can hinder the development of independent 
thinking and promote ‘learners’ dependence 
on technology’ (Fan et al., 2025); erode the 
capacity for critical thinking and creativity 
(Lee et al., 2025); and leads to diminished 

problem-solving skills development in the 
context of practical problem-solving tasks 
(Bastani et al., 2025). In addition, given 
the reliance on historical data underlying 
generative AI models, they have a tendency 
to encode perpetual inequity in the 
classroom, particularly towards the historically 
marginalized. A recent survey, for example, 
found that ‘LGBTQ+ students and students 
that have been disciplined in the past year’ 
experience far more negative effects from 
activity monitoring compared to their peers 
(CDT, 2025). In fact, instead of creating an 
environment for learning, AI systems used for 
student assessment and e-proctoring have 
consistently automated poor pedagogical 
practices, creating unworkable roadblocks, 
especially for students at the margins 
(Holtermann, 2025a; Mintz et al., 2023). 
These themes closely align with independent 
audits of LLMs that have identified recurring 
patterns: generative AI tends to encode 
and exacerbate societal stereotypes, 
racism and otherwise discriminatory and 
marginalizing norms and practices (Kotek 
et al., 2023; Hofmann et al., 2024). There is 
no reason to believe that generative AI used 
to assess students assignments or develop 
‘personalized’ tutoring can be void of these 
harmful and dangerous trends.

Major selling points – scale and cost 
reduction – similarly suffer from a lack of 
thorough empirical evidence demonstrating 
concrete benefits. Instead, accelerated 
adoption of generative AI in the classroom 
is often driven by marketing public-relations 
rhetoric and fabricated fear of being left out. 
According to Google’s marketing material 
Generative AI for Educators, for example, ‘in a 
rapidly evolving world, our teachers cannot 
afford to fall behind in accessing powerful 
generative tools that will help them develop 
new approaches to teaching and learning’ 
(Google, 2024b). Following analysis of data 
from 25,000 workers and 7,000 workplaces 
in Denmark, Anders Humlum and Emilie 
Vestergaard (2025) show that, despite 
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widespread adoption, generative AI has not 
resulted in a ‘significant impact on earnings 
or recorded hours in any occupation’.

Genuine engagement with major challenges 
in education reveals a host of multifaceted 
contingent factors or ‘ugly social realities’, in 
Weizenbaum’s words. These include lack of 
sufficient funding and resources, large class 
sizes and an ever-widening systemic inequity. 
In his 1985 interview, Weizenbaum lamented 
that instead of confronting these ugly social 
realities, it is ‘much more comfortable, to 
have some device, say the computer, with 
which to flood the schools with, and then 
to sit back and say, “You see, we are doing 
something about it”’ (Weizenbaum, 1985). 
Presently, by integrating generative AI into 
the teaching and learning process, we are 
not only misleading ourselves into thinking 
we are tackling education’s challenges, 
but we are also outsourcing a social, civic 
and democratic process of cultivating 
the coming generation to commercial 
and capitalist enterprises whose priority 
is profit. The AI industry has consistently 
demonstrated that it is willing to undo 
decades of progress towards fundamental 
rights (Peters, 2025), peace (Singh, 2025) and 
democracy (Zeff, 2025) and can easily close 
down education efforts (Holtermann, 2025b) 
by operating in an environment with little 
to no oversight and riddled with conflicts of 
interest (Menn and Nix, 2023), in accordance 
with these companies’ business models: 
maximization of profit and concentration of 
power. An industry with such an extractive 
business model, developing and deploying 
generative AI tools with little oversight 
and testing, cannot be a good steward 
for the betterment of education. Instead, 
integrating generative AI into education will 
result in commercialization of a collective 
responsibility: fostering and cultivating the 
coming generations.

Policy-makers, educational institutions and 
educators alike are better off organizing 
and collectively challenging, resisting and 
pushing back against the systemic integration 
into and uncritical use of generative AI in 
the classroom. Such collectives of resistance 
are increasingly found across institutions, 
as illustrated by the Stop the Uncritical 
Adoption of AI Technologies in Academia (Open 
Collective, 2025) open letter, for instance. 
This should hold until the technology is 
conclusively shown to pose no risks or harm, 
and meaningful independent regulatory 
oversight and enforcement mechanisms are 
put in place.
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Challenging hyper-personalization: Towards (re-)socializing 
learning in human-to-human-to-machine dialogue
Carla Aerts

Introduction

In an increasingly digitized world, the rise 
of generative AI and large language models 
(LLMs) is accelerating the conversation 
on personalization in education. These 
technologies promise to improve learning 
outcomes by tailoring learning experiences 
to individual needs, preferences and 
context. 

Every learner is unique. Our brains, though 
sharing the same structure, develop 
distinct neural pathways. They process and 
retrieve information in unique ways. This 
uniqueness presents a compelling argument 
for individualized learning, especially as AI 
seems ideally suited to support individual 
learning models, allowing for hyper-
personalization.

But should education embrace AI-powered 
hyper-personalization as its future? We 
must pause and count the cost of hyper-
individualization. Couldn’t an alternative 
for the future of education be considered; 
one that fosters uniqueness and promotes 
learner agency, honouring our social nature 
and values?

Since antiquity, learning has occurred in 
social contexts as a social activity. This 
is not unique to the Western world; it 
transcends cultural boundaries. Coming 
from different contexts and focusing on 
differing objectives for education, education 
philosophers and theorists, including Dewey 
(1916), Vygotsky (1978), Piaget (1932), Freire 
(2007) and, more recently, Wegerif (2025), 
have highlighted the importance of social 
interaction for learning and the construction 
of knowledge through social participation 
and engagement in dialogue. 

Rather than intensifying our focus on 
personalization and the possibility of AI-
enabled hyper-personalization increasingly 
sidelining the social dimension of learning, 
we should consider a new re-socialized 
learning paradigm. This should nurture the 
social essence and fabric of learning, our 
social nature and support the development 
of collective intelligence, an intelligence 
that surpasses the individual but that is 
developed and achieved through social 
engagement and dialogue, but allows for 
personalization within a socialized context.

A collective personalization approach would 
recognize uniqueness and agency, while 
furthering human-to-human dialogue, 
enriched and extended by meaningful, 
critical and reflective AI interaction. This 
model promises a more balanced future 
of education, in which technology not 
only amplifies individual learning but also 
holistically augments our social connection, 
as well as our interaction with new forms of 
inorganic machine intelligence.

Towards hyper-personalization: 
Personalization demystified

The concept of personalized education 
predates technology. Technology-driven 
personalized learning and tutoring began 
with the arrival of B.F. Skinner’s adaptive 
‘Teaching Machine’ in the 1960s. This 
mechanical device delivered programmed 
adaptive instruction and feedback. 
Computer-assisted instruction in the 1990s 
established early digital personalization, 
while educational technology (EdTech) 
advances in machine learning and AI, 
after 2010, have produced increasingly 
sophisticated adaptive platforms, such as 
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Khan Academy¹5and DreamBox,²6shifting 
from rule-based systems to complex 
algorithmic prediction models and systems 
that use vast datasets and even LLMs.

However, decades of personalization 
implementation have revealed limitations, 
despite EdTech’s positive claims about 
its benefits. The promise of the impact 
on learning outcomes and the ability to 
transform education remain unrealized. 
Studies demonstrate that personalized 
learning systems are not always effective, 
fail to promote equitable learning and do 
not fully address learner needs or context. 

These personalized systems can create 
learning echo chambers, resulting 
from algorithmic reinforcement and 
misalignment of individual learner needs 
and context. Similarly, excessive focus 
on personalized pathways could lead 
to incremental amplification of learners’ 
misunderstandings of learning constructs 
by systems focused on knowledge 
dissemination and attainment. This ignores 
the fundamental social dimension in 
learning, leading to an over-individualized 
and isolated learning experience and lack 
of social engagement (Cosmos Institute and 
Morris, 2025). 

As AI systems become more sophisticated, 
they may steer learners deeper into 
personalized echo chambers. These could 
amplify their learning weaknesses and 
misconceptions. limit exposure to diverse 
perspectives, and their understanding of 
critical concepts for knowledge construction 
and learning transfer. Such systems do not 
sufficiently support the development of self-
regulation, critical thinking and cognitive 
skills in response to the learner’s context 
and social environment (Mohammed, 2017). 

1.	  See https://www.khanacademy.org
2.	  See https://www.dreambox.com

AI-driven platforms rely on vast datasets and 
complex models to generate algorithmic 
recommendations based on learner 
interactions and behaviours. These systems 
operate on statistical probabilities and 
pattern recognition, rather than nuanced 
understanding of learners’ cognitive 
abilities, affect or learning contexts. They fail 
to account for the social nature of learning. 

Generative AI and LLMs represent a 
fundamental shift in AI. This shift particularly 
impacts on personalized learning, enabling 
dynamic, open-ended dialogue, rather 
than relying on predetermined adaptive 
responses. These systems can simulate 
highly personalized human-like behaviours 
through conversational feedback and 
scaffolding at scale. Their sophistication and 
dynamic learning capabilities could result 
in what we term hyper-personalization: an 
exponential and dynamic amplification of 
personalization. This form of personalization 
is continuously responsive to inputs and 
statistical recommendations that inform and 
drive individual learner journeys. Such hyper-
personalized capabilities would significantly 
surpass traditional and current adaptive 
personalized learning systems’ capabilities, 
but they come with significant risk.

The risks of hyper-personalization: AI 
bias and human learning

As AI companies expand the memory 
capabilities of LLMs, the evolution towards 
hyper-personalization and ever-increasing 
individualization is well underway (Criddle, 
2025). As these developments intensify, the 
integration of generative AI into education 
systems is actively promoted by the big 
AI players who stand to benefit from their 
adoption in education. 

https://www.khanacademy.org
https://www.dreambox.com
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Despite the promise of these technologies 
to meet individual learning needs, 
introducing them into education settings 
requires careful consideration. Their 
introduction is likely to present significant 
risk, given their technical capabilities, rather 
than deeper insight into education and 
learning contexts, and the social fabric of 
education. 

Moreover, due to the dominance of 
US tech giants, the development of AI 
personalization tools and platforms is 
shaped by prevalent biases in the Global 
North. White, male, English-speaking and 
American-centric individualistic culture and 
perspectives prevail. Although the People’s 
Republic of China is rapidly advancing its 
AI capabilities in the race for AI supremacy, 
these AI biases will continue to shape AI 
systems globally. 

Personalization and hyper-personalization 
introduce new forms of inequality that 
extend beyond problems associated with 
access, infrastructure and connectivity. 
These challenges are especially acute in 
the Global South among ethnic minorities. 
However, they affect resource-poor and 
less-individualized contexts both within the 
Global South and the Global North.

AI systems, by design, lack understanding 
of context, culture and the importance 
of social fabric for learning. They are ill-
equipped to recognize contextual factors 
or respond to culturally relevant learner 
needs or their social environment, nor do 
they understand the complexities of learner 
engagement and emotion. 

Ironically, the very features that make AI-
powered hyper-personalization possible 
may well introduce effects opposite to 
what personalization claims to realize. 
They could easily erode contextualized, 
cultural relevance and social learning 
support. These critical considerations are 
too often overlooked when considering 

AI technologies and personalization for 
the futures of education and necessitate 
pressing dialogue with Big Tech, whose 
primary focus remains on consumers and 
enterprise, rather than on learners and 
education.

Personalization: Social erosion of 
learning

The importance of the social dimension 
of education has been recognized by 
notable education theorists, philosophers, 
pedagogues and practitioners. Yet, the focus 
of current education systems on measuring 
individual learner performance, oriented 
to high-stakes assessment and exams, has 
diminished attention on social importance 
in education and learning, which typically 
take place in the social context of the 
classroom. 

A key lesson from the Covid-19 pandemic is 
the critical role of socialization for learning. 
Lockdowns reduced education to on-
screen experiences that prevented social 
engagement, as teaching tended to resort 
to highly instructional front-of-screen-
based delivery. Learners felt isolated and 
became stressed by long and intense online 
lessons, often in challenging and resource-
constrained environments. They not only 
missed their friends but also lost the ability 
to socialize in and outside of learning 
experiences. This caused a breakdown in 
social skills and engagement, which, in turn, 
compounded further learning loss. 

This key lesson must be taken forward 
when deliberating and designing futures 
of education, recognizing individual 
learner needs and learner variability, while 
stimulating social learning experiences.

EdTech developers and AI companies saw 
and exploited Covid-19 as an opportunity 
for personalization. These technological 
opportunities and capabilities presented 
themselves as tools that should be 
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leveraged, offering new possibilities for 
EdTech. Following the curriculum, these 
technologies too often amplified aspirations 
solely focused on knowledge acquisition for 
passing or excelling in a test. 

In their infancy, these technologies were 
not sufficiently sophisticated to offer more-
than-prescribed, data-driven learning paths 
derived from interaction with the platform’s 
resources. The systems did not understand 
the complexity of learning and learners. 
While the arrival of generative AI is often 
highlighted as a significant breakthrough for 
better and more dynamic personalization of 
learning, we are at risk of ignoring the real 
opportunities these technologies present.

New potential: (Re-)socializing 
learning

Covid-19 demonstrated the consequences 
of the lack of socialization in education. 
Ignoring this lesson in pursuit of AI-driven 
hyper-personalization risks constraining 
learners to amplified de-socialized learning 
environments.

In co-creative learning scenarios, supported 
by teacher-learner dialogue, education 
could become re-socialized, while remaining 
personalized. This would enhance learners’ 
social situations, empathy, critical thinking, 
self-regulation and metacognitive skills 
development. These should be framed in 
pedagogical approaches that bring dialogue 
to the centre of the classroom, allowing for 
the emergence of re-socialized intelligence.

Rather than harnessing hyper-
personalization, AI technologies are also 
suited to engaging learners and teachers 
in social dialogue, collaborative problem-
solving and peer-to-peer learning in mixed-
ability learning encounters. 

3.	  See https://www.carnegielearning.com/solutions/math/mathia
4.	  See https://www.khanmigo.ai

Hyper-personalization may be compelling 
to AI developers. It fits their mould. Yet, it 
risks overlooking the importance of our 
human social make-up and what makes 
us human in the first place. Anticipatory 
thinking about technology is essential when 
considering the future of learning in an 
exponentially evolving AI world. This cannot 
be achieved without recognizing that 
humanity thrives on socialization, which is 
inherent to being human and critical to our 
development, success and achievements. 

Towards the future: (Re-)socialized 
collective intelligence

A new approach that fosters collective 
intelligence in human-to-human-to-AI 
environments should be considered. 
Carnegie Learning’s MATHia platform³7 
exemplifies this approach, fostering 
collective intelligence between learners, 
teachers and AI. The AI platform learns from 
learner inputs across the entire learner user 
base, as well as interactions. It uses this 
information to provide analytics to teachers 
to scaffold appropriate pedagogical 
interventions that help refine the system’s 
responses. This enhances AI’s ability to 
recognize patterns, providing teachers 
with the ability to make more informed 
intervention decisions. While this platform 
may not support effective re-socialization 
of learning, it does provide an example of 
what human-AI collective intelligence in the 
classroom could look like. 

Another example of introducing a collective 
intelligence supported by generative AI is 
Khan Academy’s Khanmigo,⁴8which relies 
on human-AI interaction or human dialogue 
with the machine. However, while Khanmigo 
demonstrates collective intelligence, its 
mainly hyper-personalized approach still 
neglects the social dimension of learning. 

https://www.carnegielearning.com/solutions/math/mathia
https://www.khanmigo.ai


AI and the future of education: Disruptions, dilemmas and directions – AI pedagogies, assessment and emerging educational futures  

63

We can rethink how LLMs can re-socialize 
learning by introducing non-human 
intelligence into educational interactions. 
Leveraging this opportunity would result 
in a new form of human-machine collective 
intelligence. Such an intelligence would 
weave human and non-human intelligence 
together, rather than merely replace human 
intelligence, leading to triadic learning 
experiences between students, teachers and 
AI. 

Relevant personalization would not be 
ignored, but it would no longer be solely 
viewed through an individualized lens. 
To the contrary, personalization would be 
aided and refined to address learner needs, 
taking the fundamental social dimension of 
learning into account.

Enriched by AI, a new form of (re-)socialized 
collective intelligence would augment 
individual learner and teacher agency within 
a collective and technology-extended 
dialogue, extending beyond traditional 
collaborative learning to offer a social 
dialogue-enhanced dimension to learning. 

Such learning environments could easily 
reach beyond the confines of the classroom, 
school and national borders, as networks, 
infrastructure and technologies scale and 
evolve. They would allow for agency to 
flourish in intercultural yet culture-relevant 
understandings and contexts, preparing 
learners for their uncertain future.

Developing safe and experimentation AI 
‘playgrounds’ can put this into practice. In 
these environments, learners and teachers 
can co-learn and experiment with AI in 
collaborative problem-solving challenges to 
nurture new forms of collective intelligence.

Conclusion: Re-socialized 
personalized human-AI collective 
intelligence

In an AI-dominant world where machines 
can access, synthesize and generate 
knowledge at scales beyond human 
capacity, futures of education require a new 
paradigm to unlock learner potential. This 
paradigm rejects hyper-personalization in 
favour of fostering the social essence of 
learning. 

Without (re-)socialization that recognizes 
and serves learner uniqueness, hyper-
personalization will not only result in 
erosion of social and collaborative skills, but 
also risk atrophy of cognitive, metacognitive 
and self-regulation skills, which are 
fundamental to learner agency. 

While we prepare learners for a thriving 
future in society and the workplace, 
where agency, communication, empathy 
and collaboration are essential, we must 
ask a fundamental question: is a hyper-
personalization that stifles (re-)socialization 
the future we want for learners?

As educators, policy-makers and technology 
developers, we must collaborate to create 
learning environments that harness 
both human and AI potential, while 
preserving the social fabric of education. 
The way forward is not a choice between 
personalization and socialization, but a 
thoughtful integration of both into a new 
educational paradigm.
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Infantilizing, echo chamber, filter bubble or the dawn of a 
new enlightenment: Some (critical) thoughts about adaptive 
and personalized learning
Paul Prinsloo

Prologue

AI-enabled personalized learning has 
been accused of infantilizing education 
(Hillman and Couldry, 2025), as creating 
echo chambers (Bozkurt et al., 2024; Jadiga, 
2025), and/or a ‘filter bubble’ (Misiejuk et al., 
2025; Pariser, 2012). And yet, others see AI-
enabled personalization as the optimum use 
of technology in what is called ‘Education 
4.0’ (Méndez-Vargas et al., 2025) and the 
dawn of a new Enlightenment (Itec, 2024). 

Critically engaging with the different claims 
and evidence surrounding AI-enabled 
personalized learning is even more urgent in 
the light of persistent concerns about, inter 
alia, the inherent bias, gender stereotypes 
and racism in algorithmic decision-making 
systems (Browne et al., 2023; Khan, 2024; 
Kundi et al., 2023). Developments in agentic 
AI (Acharya et al., 2025; Gabriel et al., 2024) 
and multi-agent systems (Córdova-Esparza, 
2025; Pujari et al., 2024) would furthermore 
add complexity, risks but also benefits. 

In reflecting on AI-enabled personalization, 
it is important to consider our beliefs about 
learning, knowledge (epistemology) and 
what it means to be human (ontology). 
There is very little (if any) in the digital 
information sphere we encounter on 
a daily basis that is not personalized, 
whether overtly or covertly, by black-boxed 
algorithms serving various interests, inter 
alia, but not limited to commercial, political, 
ideological and increasingly nefarious areas. 

As we increasingly share our lives with 
(automated) algorithmic decision-making 
systems, we need to think critically about 
the implications – what it means for and 

how it changes being human, and the risks, 
potential and challenges in AI-enabled 
personalized learning. 

Introduction

Although adaptive or personalized learning 
is not a new phenomenon (Nwana, 1990), 
recent advances in AI, and specifically 
GenAI, have increased its potential and 
scope, but also its risks (Randieri, 2024; 
UNESCO, 2021). The spike in interest in and 
operationalizations of personalized learning 
can also be linked to the pervasiveness of 
devices in schools (in many contexts), the 
increased digitization and datafication of 
education, and advances in AI and GenAI 
(OECD, 2021; Williamson et al., 2023).

AI-enabled personalized learning promises, 
inter alia, to increase the efficiency and 
quality of students’ learning, resulting in 
better outcomes, providing students with 
just-in-time feedback and speeding up the 
learning process – ‘learning at the speed 
of light’ (Biasi, 2025; see also UNESCO IITE, 
2020). Personalized learning creates the 
advantage of not being ‘stuck’ in a class 
with other students who may need more 
support, or who have more questions, or 
have different goals in relation to achieving 
envisaged outcomes in a specified period. 
Personalized learning also promises to free 
up teachers’ time and resources to spend on 
other fulfilling tasks (Makesh, 2025). 

Despite the hype and claims about AI-
enabled personalization, it is important to 
note that it is a multifaceted phenomenon. 
AI-enabled personalization consists of 
various methods of personalization, as well 
as different outcomes and foci; for example, 
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in relation to the time of adaption, the 
content, the method of adaption, and the 
envisaged outcomes of the adaptation in a 
particular context (Van Schoors et al., 2021). 
We also need to remember and remind 
ourselves that personalization systems do 
not emerge in a vacuum but arise from 
specific epistemologies, and ontological and 
ideological orientations, which are often not 
considered (Roux and Nodenot, 2023). 

From a student’s perspective, students have 
a right to know who or what is doing the 
personalization, what is being personalized, 
how is it personalized and for what purpose 
(Bernacki et al., 2021)? There are also other 
questions to reflect on, such as: how is 
the personalized design communicated 
to students; for example, direct messages, 
choice, avatars? What kinds of data are 
used in the personalization of learning; for 
example, voluntary/involuntary, explicit/
implicit, overt/covert? And what are the 
sources of data and technologies/methods 
used for the personalization (Cavdar Aksoy 
et al., 2021)? From a teacher’s perspective, 
questions regarding outsourcing 
responsibility, changing roles and shifts in 
teachers’ authority and accountability arise 
(Li and Wong, 2023).

In this think-piece, I will not attempt to 
provide an overview of the field but rather 
critically engage with some aspects of AI-
enabled personalized learning and current 
research findings that may be useful for 
policy, research and practice development. 

What does AI-enabled 
personalization entail and what is its 
impact?

AI-enabled personalization is all around 
us on Google Maps, Netflix and Amazon 
and our social media feeds, which are 
suddenly filled with cats, body builders or 
fashion. In this piece, I consider educational 
AI-enabled personalization aimed at 
improving, inter alia, educational outcomes, 

student satisfaction, student engagement, 
responsiveness and feedback (Bernacki et 
al., 2021; Da Silva et al., 2023; Lu et al., 2015). 

In the next section, I briefly consider a range 
of aspects of AI-enabled personalization 
and evidence from research, as a basis for 
formulating a number of recommendations 
for policy, practice and research. 

Implicit/explicit personalization and 
user control

As a start, we can distinguish between 
explicit (overt) personalization and 
implicit (covert) personalization. In explicit 
personalization, users know or have been 
informed of the personalization and 
users may be allowed to make explicit 
choices regarding the personalization. 
Implicit personalization occurs when the 
personalization is done by the ‘system’ 
(Cavdar Aksoy et al., 2021). There is some 
evidence of the positive impact of user 
control on user perceived benefits of 
these recommender systems, and user 
control is being strongly correlated with 
trust and satisfaction (Ain et al., 2025). In 
the framework provided by Van Schoors 
et al. (2021) in the context of education, 
personalization can be student-controlled, 
or controlled by the ‘system’, or it can be the 
result of a negotiated hybrid agreement on 
the scope and purpose of personalization. 
As such, user control is linked to the scope 
and purpose of the automation of (elements 
in) the learning process.

Levels of automation

Early research in the field of human 
computer interaction considered different 
levels of automation at the intersection 
between humans and computers/robots 
(Beer et al., 2014; Sheridan and Verplank, 
1978). Recently, Molenaar (2021) proposed 
six levels of automation in personalized 
learning, ranging from where (1) the 
teacher controls the learning without any 
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automation; (2) the teacher maintains full 
control but where technology provides 
supportive information; (3) the teacher 
monitors the technology and technology 
controls specific tasks; (4) the ‘teacher 
monitors incidentally, but can resume 
control’ at any time, while the technology 
signals ‘when teacher control is needed’ in 
a context where technology controls the 
broader set of tasks; (5) technology controls 
most tasks automatically, and may request 
the teacher to take control, but teacher 
control and monitoring is optional and 
infrequent; and (6) full automation where 
technology controls all tasks automatically 
(Molenaar, 2021, p. 60). 

Data used for personalization

AI-enabled personalization requires a 
lot of data: (1) individual-level personal 
information (including past digital 
behaviour, as well as attitudes and 
preferences); (2) social-level personal 
information (for example, family, friends, 
classmates, community); and (3) situation-
based personal information (for example, 
time- and location-based) (Cavdar Aksoy 
et al., 2021). In the context of adaptive 
learning in intelligent tutoring systems, 
Bernacki et al. (2021) provide a range of 
information sources for adaptive learning, 
such as students’ prior knowledge and 
preparedness often used in intelligent 
tutoring systems; students’ preferences with 
regard to pace, outcomes, formats; students’ 
characteristics (for example, language 
proficiency, literacy, locus of control and 
self-efficacy); and self or institutionally 
identified needs. The quality and scope/
variety of data is key to personalization and 
depends on: ‘i) our ability to follow learners 
and track their environment; ii) our ability 
to diagnose learners’ current states and 
anticipate their development; and iii) our 
ability to consequently determine the most 
appropriate action to optimize learning’ 
(Molenaar, 2021, p. 62). 

Architectures for personalization

Collected data can be used based on 
different architectures which can be 
classified as follows:

	� Personalization or content-based 
approaches can be defined as the 
construction of choice architectures, 
which are not the same across a 
sample and based on an individual’s 
past behaviours and choices, and may 
also include user preferences where 
users intentionally set the parameters 
of personalization. They are often 
transparent in the recommendation: 
‘Because you liked x, you may like y.’

	� Collaborative filtering provides 
recommendations based on the 
preferences and actions of similar users; 
for example, where the personalization 
will be based on characteristics 
shared by a group of individuals, such 
as combinations of demographics, 
geography, learning behaviour and 
grades. 

	� Knowledge-based filtering, where 
instead of using historical data, this 
model combines features submitted 
by the user; for example, parameters 
and requirements (Aggarwal, 2016, pp. 
14–16). 

	� Hybrid recommender systems, where 
different algorithms are combined. 

Timing

We often do not think of the ‘timing’ of/
in personalization, an issue raised in the 
framework by Van Schoors et al. (2021). 
Personalization can be static and designed 
before the learning journey starts, or the 
personalization can be dynamic and involve 
a continuous process of personalization 
based on set parameters. With regard to the 
latter, Molenaar (2021) refers to optimization 
during learning, whether with regard 
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to adjustments at task level in terms of 
students’ mastery of a task, or in the case of 
‘step-level’ disciplinary content (for example, 
mathematics), where competence is built 
up in a number of steps. ‘These systems 
investigate a student’s response to the task 
to provide automated, elaborate feedback 
at each step the student takes’ (OECD, 2021, 
p. 65). The third type of timing involves 
personalizing students’ journeys through 
a particular domain consisting of multiple 
topics. 

The ‘target’ of personalization

The ‘target’ of personalization refers to ‘what’ 
is being personalized; for example, content, 
activities or additional support. The target 
of personalization is linked to the purpose 
of the personalization, based on the needs 
of a particular student or group of students. 
Whatever is personalized is also related 
to the ‘timing’ of the personalization. Van 
Schoors et al. (2021) point to the different 
possibilities for personalization, such as 
personalizing content and resources (for 
example, multimodal learning materials, 
whether in terms of difficulty/complexity or 
specific needs), and/or assessment (in terms 
of mastery and envisaged outcomes) and/
or feedback on assessment and support 
in general (Luo et al., 2025). The review by 
Tan et al. (2025) on AI-Enabled Adaptive 
Learning Platforms (ALPs) refer to three 
inherent aspects of ALPs; namely, adaptive 
content, assessment and sequencing. 
The pedagogical underpinnings of ALPs 
include an emphasis on ‘mastery learning’, 
accounting for differences in student 
competencies or maturity and various 
cognitive thresholds – all of which require 
dynamic scaffolding. Four different methods 
were used in measuring the effectiveness 
of ALPs; namely, learning gains, student 
satisfaction, student engagement and 
student motivation.

Technologies used

The systematic review of 63 articles by 
Luo et al. (2025) found that 27 per cent 
of the studies reported using publicly 
available AI-based tools, while 24 per cent 
of the studies reported using tailored AI 
systems for specific instructional activities. 
An amount of 37 per cent of the studies 
reported using self-developed AI-based 
learning tools and 13 per cent reported 
using self-developed AI-based learning tools 
with low-code and no-code platforms. A 
total of 49 per cent of the studies reported 
on developing proprietary AI-based 
learning tools. The most frequently used 
algorithm was neurolinguistic programing 
(24 per cent), and other machine learning 
models comprised neural networks, random 
forests, Bayesian methods and K-nearest 
neighbours. In the corpus of analysis, eight 
studies (13 per cent) reported using low-
code and no-code platforms, such as Google 
Dialogflow, ManyChat, Flow XO, Landbot 
and AutoTutor. 

Interestingly, in their review, Tan et al. 
(2025) found that ALPs are typically used 
in STEM-related subjects, with over half of 
the ALPs designed for tertiary education 
contexts. Regarding the AI techniques 
used in these ALPs, the review found that 
in studies between 2014 and 2019 41.9 per 
cent of the corpus of analysis did not specify 
the AI techniques used, while 27.9 per cent 
used rule-based methods, and probabilistic/
statistical methods and traditional machine 
learning both accounting for 9.3 per cent. 
In studies between 2020 and 2024, 43.8 
per cent of the studies did not disclose 
any specifics on AI methods, with 15.6 per 
cent of the studies reporting on the use of 
rule-based methods, and 12.5 per cent of 
the studies reporting on GenAI (see also 
Hardaker and Glenn, 2025).
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‘Actors’ in the personalization of 
learning

The meta systematic review by Bond et 
al. (2024) on AI in higher education was 
published after the launch of ChatGPT, too 
early to include peer-reviewed research 
inclusive of GenAI in the corpus of analysis. 
The authors use Zawacki Richter et al.’s (2019) 
typology of four distinct but related and at 
times overlapping foci; namely, profiling 
and prediction, intelligent tutoring systems, 
assessment and evaluation, and adaptive 
systems and personalization. With regard to 
adaptive systems and personalization, the 
research found evidence of chatbots/virtual 
assistants (n=20), providing personalized 
content (n=14), facial recognition and/
or mood detection (n=9), recommender 
systems/course scheduling (n=5) and 
robots (n=3). The review by Luo et al. 
(2025), covering the period up to 2024, 
found that 41 per cent of the 63 papers 
reviewed, reportedly used chatbots to 
‘curate and deliver learning content’. The 
systematic literature review by Yılmaz 
(2024) found evidence of: (1) personalized 
learning platforms where AI is used to 
adapt teaching and content, based on an 
analysis of individual student needs and 
preferences; (2) intelligent tutoring systems, 
based on detailed student profiles, tracking 
of students’ progress and adapting lessons; 
(3) virtual reality simulations where AI is 
used not only in the development of the 
simulation but also adjusting the difficulty 
and levels of complexity, based on an analysis 
of students’ progress, characteristics and 
interactions; (4) data analysis and prediction 
models; and (5) adaptive assessment tools 
that provide personalized feedback and 
recommendations to students.

Aim of personalization

While it can be assumed that improving 
educational outcomes to be the most 
important aim of personalization, the 

review by Tan et al. (2025) refers to three 
inherent aspects of ALPs; namely, adaptive 
content, assessment and sequencing. 
The pedagogical underpinnings of ALPs 
include an emphasis on ‘mastery learning’, 
accounting for differences in student 
competencies/maturity and different 
cognitive thresholds – all of which require 
dynamic scaffolding. Four different methods 
were used in measuring the effectiveness 
of ALPs; namely, learning gains, student 
satisfaction, student engagement and 
student motivation.

Impact

Before the launch of ChatGPT in November 
2023, Van Schoors et al. (2021) reviewed the 
impact of AI-enabled personalization in 48 
studies on different outcomes – cognitive, 
affective and/or meta-cognitive. Although 
the results in general indicated a positive 
impact on some students, the different 
disciplinary contexts, technologies used 
and small sample sizes make it impossible 
to generalize. The authors conclude that 
the findings are, at best, ‘fragmentary’. 
There is also evidence of the positive 
influence of chatbots/virtual assistants in 
the context of developing speaking skills 
and in enhancing accessibility for visually 
and hearing-impaired students (Bond et al., 
2024). Pertaining to personalized content, 
one study reported a positive effect on 
learning skills, rather than growing factual 
knowledge. The personalization of learning 
materials was used most frequently, 
followed by personalized learning 
pathways, learning strategies and learning 
environments. Various studies reported on 
benefits, such as, but not limited to, ‘greater 
insight into student understanding’, ‘positive 
influence on learning outcomes’, ‘reduced 
planning and administration time for 
teachers’, ‘greater equity in education’ and 
‘precise assessment and feedback’ (Bond et 
al., 2024, p. 27). 



AI and the future of education: Disruptions, dilemmas and directions – AI pedagogies, assessment and emerging educational futures 

70

Research published after the launch of 
ChatGPT reports: ‘While many of the 
reviewed AI tools demonstrated their 
efficacy in enhancing cognitive knowledge 
and affective learning, their impact on 
cognitive process development and skill 
acquisition were more mixed and indefinite’ 
(Luo et al., 2025). The impact of AI-enabled 
personalization was found to be less 
effective in students who are less prepared 
(Tan et al. 2025). In the research by Tan et 
al. (2025), it is not clear to what extent the 
respective findings of impact in the included 
studies can be generalizable.

Other factors to consider pertaining to 
(measuring) the impact of AI-enabled 
personalized learning is the effect of device 
connectivity and student preferences, the 
selection of inappropriate or simplistic 
student characteristics (Tan et al., 2025), 
the ‘lack of ethical consideration’ (in 29 per 
cent of the corpus of analysis), and ‘shifting 
authority’ from teachers and the institution 
to AI (in 22.6 per cent of the corpus of 
analysis) (Bond et al., 2024; see also Magrani 
and Da Silva, 2023).

Some recommendations for policy, 
research and practice

The following list of recommendations is 
anything but conclusive and flows from the 
argument presented above. 

1.	 We cannot and should not ignore the 
reality of misinformation, gender bias, 
stereotypes and racism, to mention but a 
few, in algorithmic decision-making systems 
and ecologies, and how these will shape 
personalization in and of learning.

2.	 AI-enabled personalization has become 
endemic in different aspects of our personal 
lives, often implicitly and most often without 
our explicit consent or input. Considering 
AI-enabled personalization in the context of 
education, it is important to recognize that 
we have choices, and we (our students, staff 
and institutions) should have choices. Access 

to education is not only a human right, but it 
also raises a range of moral, legal and ethical 
obligations on the side of the provider 
or institution in the context of the social 
contract between society and educational 
institutions/providers. We can design AI-
enabled personalization in line with our 
moral, legal and ethical obligations. 

3.	 The selection of evidence presented in 
this think piece shows a relatively unclear 
picture regarding who benefits, under what 
conditions and contexts, through what type 
of design and levels of automation and 
what levels of user control and architectures 
of personalization. It is crucial that more 
research is done on the research evidence 
on which AI-enabled personalization is 
designed, but also on issues surrounding 
user choice, ethical oversight, levels of 
automation and its impact on students, 
teachers and the education sector as a 
whole. 

4.	 There seems to be a lack of consideration 
of the ethical and legal issues pertaining 
to AI-enabled personalization of learning, 
especially for under-age children and/or 
vulnerable populations. 

5.	 AI-enabled personalization requires huge 
amounts, varieties and sources of data. A 
number of issues arise, such as user consent 
for the use of personal and other data, and 
additionally, possibly, in combination with 
data from other users. 

6.	 In the context of personalization of services 
and social media, there is very little, if 
any, explicit opt-in to personalization, or 
access to the reasoning or parameters of 
algorithms. In the context of the moral, legal 
and ethical obligations inherent in the social 
contract underpinning education, students 
should have a right to opt out of AI-enabled 
personalization and be offered alternatives 
of equal quality and recognition. 

7.	 Students have a right to determine 
which parts of their learning journey 
should be personalized, in addition to 
choosing the ‘timing’, process and focus 
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of personalization, as well as the ‘actors’ 
in the personalization of their learning. 
Student autonomy and agency have to be 
respected, supported and enhanced. 

8.	 Policy-makers, regulatory bodies and school 
governing bodies/municipalities should 
develop guidelines of acceptable, ethical 
and responsible AI-enabled personalization 
of learning, how it will be quality/ethically 
assured, as well as governed. 

9.	 Research findings (so far) indicate that AI-
enabled personalization is more effective 
in some disciplinary contexts, and for 
particular student groups, than being a one-
size-fits-all. 

10.	What is not clear in the current evidence on 
AI-enabled personalization of learning is on 
what empirical evidence the personalization 
is based. The design of AI-enabled 
personalization should be very transparent 
about the basis of the empirical research 
elements of the personalization. 

11.	Current evidence seems to suggest that AI-
enabled personalization can have positive 
impacts on student satisfaction, achieving 
the learning outcomes, the quality of the 
learning experience and preventing student 
attrition, among other benefits. It is crucial 
to determine not only the enabling factors 
for positive impacts, but also under what 
circumstances and in which contexts AI-
enabled personalization is not the answer 
(UNESCO, 2021). 

(In)conclusions

Learning has always been personal. In 
many ways, it has been personalized in the 
different ways teachers responded to the 
individual needs and progress of students 
(Arantes, 2024). Compared to AI-enabled 
personalization, personalization done by 
human teachers looks different in many ways. 
As explored and mapped in this think piece, 
AI-enabled personalization of learning is 

multidimensional and consist of many, often 
interdependent and mutually constitutive 
factors and elements. 

It is therefore dangerous and irresponsible 
to dismiss the possible benefits and 
potential of AI-enabled personalization in 
all of its nuances and possibilities. Equally 
irresponsible and dangerous is to embrace 
AI-enabled personalization without 
considering the different elements, factors 
and interdependencies – as phenomenon, but 
also in the context of a specific educational 
context, age group of students and 
disciplinary focus, to mention but a few. 

Different elements or factors of AI-
enabled personalization raise different 
ethical concerns, and the design and 
operationalization of AI-enabled 
personalization should consider the 
potential of harm for all users, but specifically 
for under-age children and vulnerable 
individuals. What is crucial in the design and 
deployment of AI-enabled personalization in 
education, whether in preschool, school or 
post-school environments, are the specifics 
of the individual – their autonomy, agency 
and well-being. The dangers of AI-enabled 
personalization systems becoming self-
fulfilling prophesies, re-enforcing social (dis)
advantages and eroding personal autonomy, 
are real. And for true personal autonomy to 
flourish, informational diversity is an enabling 
condition (Misiejuk et al., 2025).

Epilogue

The Prologue to this think piece referred to 
different contrasting claims and positions 
pertaining to AI-enabled personalization – as 
infantilizing, echo chambers, filter bubbles or 
heralding the dawn of a new Enlightenment. 
While AI-enabled personalization has become 
an integral part and parcel of our lives – 
whether we opted in or not – in the context 
of the social contract between society and 
education, with its different moral and ethical 
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obligations, we can design personalization 
differently, considering some of the aspects 
covered in this critical reflection. 

The issue is not whether AI-enabled 
personalization ‘works’ or not, but how it 
embodies a particular view and understanding 
of knowledge, of learning and of being 
human. 

Should we consider human learning as 
inherently social, relational, intersectional 
and material, then some proposals and forms 
of AI-enabled personalization may fall short 
in many respects and be a parody of human 
learning. The individual who is learning is not 
a disembodied individual-without-others, but 
entangled in assemblages of humans, non-
human actors, contexts and time. Learning 
emerges from a collective – a range of formal 
but also serendipitous inter- and intra-actions 
with human and non-human actors and 
networks.

Learning augmented and enabled by 
algorithmic decision-making systems is 
therefore much more than just a technological 
question, but also philosophical, theoretical, 
political, economic, legal, environmental and/
or social. 

What do we gain and what do we lose with 
AI-enabled personalization of learning? And 
who is this ‘we’?
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The end of assessment as we know it: GenAI, inequality and 
the future of knowing
Mike Perkins and Jasper Roe

Introduction

Since ChatGPT burst into public view in 
2022, Generative AI (GenAI) has dominated 
educational debates. Initially, educational 
institutions in multiple global contexts 
sought to ban the use of this technology 
among learners (Yu, 2023); however, at the 
time of writing, this tone has significantly 
shifted. For example, the United Kingdom 
Department for Education now claims 
that GenAI can support learners of all 
ages in developing lifelong knowledge 
and skills (Department for Education, 
2025). However, this shift in tone towards 
GenAI integration leaves many questions 
unanswered. One of the most pressing 
questions facing educators is how to 
accurately measure student learning when 
traditional assessment methods can now 
easily be replicated by GenAI-powered 
tools, challenging our assumptions around 
authenticity and originality. 

GenAI is no longer a simple text creator 
that makes obvious and easy-to-spot 
mistakes. Newer models are sophisticated, 
multimodal content creators that can 
develop audio and visual data, including 
copying human likenesses (an emerging 
phenomenon known as deepfakes) (Roe 
et al., 2024) or completing actions and 
tasks autonomously (known as agentic AI). 
Even older models, such as GPT-4, can pass 
postgraduate medical examinations on par 
with human performance (Newton and 
Xiromeriti, 2024). Looking to the future, the 
inflow of enormous amounts of capital will 
drive the growth of GenAI capabilities. Most 
private investments in AI development are 
in the United States (€62.5 billion in 2023), 
followed by the People’s Republic of China 
(€7.3 billion) and the United Kingdom of 

Great Britain and Northern Ireland (€3.5 
billion). In the United States, half of this 
investment in AI is specifically in GenAI 
(European Parliament, 2024). Assuming 
that no ceiling in capabilities is reached, 
it appears almost inevitable that these 
systems will develop to the point where 
almost any take-home assessment will 
be trivial for GenAI systems to complete 
with minimal human input. Such outputs 
may be essentially undetectable, as the 
development of technologies to detect 
GenAI text outputs has largely failed to 
date (Perkins et al., 2024, Weber-Wulff et 
al., 2023). The question is: what does the 
future of education look like when we can 
no longer be sure of our learners’ skills and 
capabilities? Is assessment, as we know it, in 
a state of collapse?

The false security of traditional 
assessment

A reactive response to this new threat 
has been to retreat to tightly invigilated 
exams or in-person viva voces, and some 
institutions are redrafting assessment 
strategies around this model, convinced 
that a physical room offers the last bastion 
of security and authenticity in assessment. 
However, even these refuges are fragile. 
Smart glasses with built-in AI assistants, 
such as Meta-Ray-Ban’s recent releases, are 
now on sale to the public (Waisberg et al., 
2024) and could feasibly be used in secured 
examinations. Furthermore, brain-computer 
interfaces, which are already in clinical trials, 
will make it impossible to guarantee that 
a learner is not aided during examinations 
(Eaton, 2023). Eaton’s claim that we are 
entering a ‘post-plagiarism’ era is probable, 
and if we cannot secure the exam hall and 
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cannot verify authorship in take-home work, 
the logic of reverting to traditional exams 
fails to address this issue.

For many academics, this simply exposes 
an old truth: assessments can be gamed by 
students. Contract cheating and collusion 
have long slipped through imperfect or non-
existent detection systems, but the threat 
posed by GenAI-powered tools is harder to 
ignore. Currently, any first-year student can 
generate a polished doctoral-level essay on 
demand with minimal barriers to access. 
Perhaps this critical moment can also shed 
light on other previously ignored issues: how 
long has assessment truly captured learning, 
and how long have we tolerated the 
background hum of misconduct or invalid 
design? This could be the impetus to begin 
addressing these questions, which have 
long been a thorn in the side of educators 
worldwide. 

Based on the above, it seems that most of 
our current methods of validating learning 
will soon be GenAI-vulnerable, leading us 
to conclude that assessment, as we know 
it, is collapsing. However, this collapse is 
unlikely to occur uniformly worldwide. 
There is a significant distinction between 
different global contexts and, therefore, 
different implications that this potential 
collapse holds for their education systems. 
Digitally advantaged regions that enjoy 
high-bandwidth internet access, plentiful 
hardware, and the ability to develop staff 
and student GenAI literacy will confront a 
different future from digitally marginalized 
systems, which may need to remain reliant 
on traditional, pen-and-paper, large-scale, 
high-stakes assessment modes. The key 
question that arises here is not just technical 
but also epistemic, centred on whose 
knowledge will be recognized and whose 
credentials devalued.

1.	  See https://aiassessmentscale.com

Digitally advantaged contexts: GenAI-
integrated experiments

When we discuss digitally advantaged 
contexts, we go beyond the traditional 
binary conceptions of the Global North 
and the Global South. Instead, we point 
to the fact that in contexts with access to 
advanced digital models, the resources 
needed to deploy them and the ability to 
train users to be proficient, assessment will 
be reformed in distinct ways compared with 
resource-limited contexts. This distinction 
may correlate with those countries that are 
investing heavily in AI development, such 
as the United States (European Parliament, 
2024). In these contexts, assessment is 
already being reimagined, leading to a 
rebuilding of methods that either carefully 
carve out a role for GenAI in education or 
move to refocus assessment on future-ready 
skills and capabilities.

Ungrading collaborative problem-solving 
tasks, and human-centred approaches, which 
focus on embodied, ethical and relational 
knowledge areas less easily simulated by 
AI, are gaining prominence. Frameworks 
such as the AI Assessment Scale (AIAS)¹9 
help staff decide how much AI involvement 
is pedagogically useful, rather than simply 
performative. Ranging from Level 0 (no AI) 
to Level 5 (AI exploration), redesign tools like 
this direct attention towards transparency, 
creativity and ethical agency. The scale helps 
educators think about how they wish to 
engage in assessment redesign to consider 
GenAI use, and helps teachers and learners 
articulate why, when and how an AI tool 
adds value. 

However, the implementation of collapse-
avoidance techniques relies on resource 
availability. Time, staffing and funding are 
needed to help reimagine assessment, and 
these luxuries are more available in well-
resourced institutions and geographical 

https://aiassessmentscale.com
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locations. Nevertheless, these options 
show how assessment can be revitalized 
by integrating GenAI as a productive 
educational partner, rather than treating 
its use as inherently problematic. Digitally 
advanced institutions may be able to 
explore what assessment looks like when we 
move past traditional forms of knowledge 
assessment and embrace the core concepts 
of human connection, moral judgement and 
lived impact.

Digitally marginalized contexts: 
entrenched inequities 

While pedagogical innovation and redesign 
may guide us towards embracing an AI-
integrated future of assessment, we cannot 
ignore the critical challenge that remains 
unaddressed. Ninety-nine per cent of the 
world’s languages lack the data required 
to train state-of-the-art GenAI models 
(Choudhry, 2023). In many rural and low-
income settings, internet connectivity is 
irregular, devices are shared (if available 
at all), and professional development and 
technical training budgets are negligible. 
In these settings, most educational 
institutions will not be able to adopt GenAI; 
thus, students will not benefit from future-
oriented assessment practices using the 
latest technologies.

Furthermore, institutions that adopt 
GenAI will likely adopt the most dominant 
and freely accessible models available. 
As leading GenAI models primarily 
rely on English-language datasets that 
reflect a Western world view and system 
of knowledge (Roe, 2025), there is a 
genuine risk of marginalizing indigenous 
knowledge systems and exacerbating 
existing educational inequalities. Therefore, 
it is essential to critically examine and 
acknowledge how reliance on GenAI could 
influence whose knowledge is validated or 
marginalized. In lower-resource contexts, 
institutions that are anxious about Gen 
AI-written assignments may double down 

on highly proctored, closed-book exams, 
focusing on rote learning and high-stakes 
testing. Paradoxically, GenAI risks freezing 
marginalized contexts in nineteenth-
century assessment modes, even as it 
propels resource-rich institutions towards 
experimental pedagogies.

Assessment and power

We contend that a post-collapse vision of 
assessment must carefully consider power. 
Assessment has always reflected power 
relations between the norms and rules of 
the institution, which are mediated by the 
teacher and significantly affect students’ 
lives (Reynolds and Trehan, 2000). From 
this perspective, the integration of GenAI 
into educational assessment can be viewed 
as reinforcing existing power imbalances, 
favouring those with access to digital rather 
than physical resources, and compelling 
resource-limited educational systems to 
adapt or risk marginalization.

To this end, the idea that GenAI may become 
a great equalizer is more myth than reality. 
Practically speaking, without the intentional 
redistribution of infrastructure, language 
equity and inclusive design in educational 
institutions, GenAI may deepen structural 
divides, especially between digitally 
advantaged and digitally marginalized 
educational systems. Ultimately, this may 
lead to an entrenchment of unnecessarily 
traditional forms of assessment in 
marginalized contexts and a reformed 
system in advantaged contexts, which 
will serve to deepen digital divides in 
opportunity in the future. However, we must 
also recognize the role of human agency, 
resistance and resilience in such cases – 
educators will not easily relinquish their 
independence, as evidenced by a growing 
‘refusal’ movement (McInnes, 2025). 
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Conclusion: towards a plural, post-
assessment future

The emergence of GenAI has led to 
the potential collapse of traditional 
assessments. However, it offers us the 
chance to carefully consider what the future 
of assessment could look like. This raises 
serious fundamental questions that we 
must critically engage with: what modes of 
knowledge should we value? What are the 
power effects of these technologies being 
used widely by learners and teachers? How 
can the benefits of GenAI use be distributed 
ethically and equitably, especially in lower-
resource contexts? 

If, in a post-collapse scenario, skills like 
recall, analysis and writing are delegated 
to machines, and assessment must pivot 
to human judgement, ethical reasoning 
and relational expertise, potentially using 
frameworks such as the AIAS to define 
what appropriate AI integration really 
means. Digitally advantaged institutions 
and systems can prototype such futures 
now, but they also carry a duty to share 
resources and lobby for multilingual, 
open-source AI models, while actors in 

lower-resourced contexts must make their 
voices heard. Without intentional action 
towards infrastructure redistribution and 
linguistic inclusion, we risk creating a 
divided educational landscape: privileged 
learners engaged in reflective, technology-
enhanced enquiry, while millions remain 
confined to outdated examination systems. 
A truly inclusive future demands that we 
critically reconsider not only our assessment 
methods but also the types of knowledge 
that we prioritize and validate. Systems 
must be built that recognize the value of 
technology where there is a clear benefit 
for human flourishing, and resist where it is 
inappropriate.

The questions we face are urgent, 
challenging and multilayered in nature. 
These cover questions of equality, power 
and shifting social paradigms; yet the 
collapse of traditional assessment is an 
opportunity for us all to consider what the 
future of assessment could be. Institutions 
and policy-makers must take deliberate 
steps to redistribute digital resources and 
develop multilingual GenAI models to 
ensure that future assessment practices are 
inclusive and equitable.
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The ends of tests: Possibilities for transformative assessment 
and learning with generative AI
Bill Cope, Mary Kalantzis and Akash Kumar Saini

The dangers of generative AI are myriad. By 
now they have been thoroughly documented 
and widely acknowledged. Its extensive 
hazards and fast-moving evolution require 
caution (Peters et al., 2023). This short piece 
does not focus on the well-documented 
negatives; rather, it addresses the positive 
potential and new opportunities for 
education. These, we will argue, can only be 
adequately realized in carefully curated AI 
education spaces. 

The particular focus here will be on the 
potential AI offers to transform assessment 
and, upstream from that, pedagogy. We 
make our case in broad brushstrokes, but 
also with brief reference to a research and 
development initiative of ours that applies 
generative AI to education, CyberScholar. 
This exemplifies an alternative to legacy 
assessment systems, while mitigating the 
worst of AI’s deficiencies, providing evidence 
of what is practically possible now and 
signposting possible futures.

This offering is organized around what we 
consider to be the three great potentials for 
generative AI in education.

1.	 Careful combination of contextual AI and 
generative AI could bring about a quantum 
leap in pedagogy and assessment, moving 
learners from superficial content learning 
to deep learning.

2.	 AI can magnify the effectiveness 
of teachers, raise the level of their 
professionalism, and enhance the quality 
of their professional lives – but this will be 
quite a different job, for which they will 
need to become AI-proficient. 

3.	 AI may open a path to epistemic justice for 
all, in a world where, until now, education 
has been complicit in the systemic 
reproduction of wider social inequalities.

An introductory note: our writing here is not 
in a genre of academic disinterest. Rather, 
it is more in the nature of a call to action or 
manifesto.

From surface learning to deep learning

Until now, tests have been the main way 
in which education systems formally 
determined what learners have learned. 
Summative assessment has been the 
principal point of accountability in formal 
education systems. For this reason, 
assessment has also tended to overshadow 
curriculum, so much so that much teaching 
and learning is frequently dominated by 
reverse engineering the epistemological 
and pedagogical expectations of 
assessments. However, as educators know 
all too well, assessments are peculiar 
artifacts and frequently not well aligned 
with learning. One of the most significant 
aspects of generative AI will likely be to 
render anachronistic legacy assessment 
instruments and processes. If and when 
this happens, the effect will be to open 
up new opportunities for pedagogy. As a 
counterpoint to the following arguments, 
our starting point will be to parse legacy 
assessments.

By far the most prevalent form of testing is 
the select response or multiple-choice test, 
from short teacher-created class quizzes to 
standardized and high-stakes assessments. 
Their profound inadequacies are well known 
(Biesta, 2016; Gergen and Dixon-Román, 
2013; Shepard, 2000; Uher, 2020). Applying 
the measures of validity and reliability in 
classical test theory (Lord et al., 1968) and 
item response theory (Lord, 1980), we might 
summarize their deficiencies as follows:
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	� Content validity: Select response 
assessments often assume that 
understanding can be measured in 
definitive answers, reducing complex 
knowledge to discrete facts or procedural 
recall. The result is to narrow the 
epistemological and cognitive range of 
assessable learning.

	� Criterion-related validity: The answer to 
question 2 may well be ‘B’, but there is no 
way of knowing whether deep, superficial 
or even accidental thinking led the 
examinee to this answer. Moreover, A, C 
and D are ‘distractor’ items, deliberate traps 
where, as often as not and by test design, 
correct thinking might produce a wrong 
answer. As such, they are also beset by 
cultural and linguistic biases.

	� Construct validity: Item response theory 
proposes that test items are markers of 
‘latent’ cognitive traits. This connection is 
at best hypothetical, at worst tendentious. 
Lee Cronbach and Paul Meehl (1955) 
optimistically called for ‘nomological nets’ 
to validate test items requiring external 
corroboration that rarely occurs. Direct 
relations are, in any event, unprovable 
because of the indefinable distance 
between atomic test items and holistic 
understanding of a domain. Moreover, 
theta, the measure of latency, is but one 
point on a unidimensional numerical scale 
of understanding. Knowledge, on the other 
hand, is intrinsically multidimensional, and 
student capacities are variable across many 
scales.

	� Authenticity: As artifacts, select response 
assessments lack assessment validity 
because they are so different from real-
world knowledge and learning processes. 
They reduce knowledge to a single, 
monolithic and ostensibly quantifiable 
gradient, when the real world of knowledge 
must engage with contestable alternative 
perspectives and paradigms.

	� Consequential validity: Select response 
assessments measure long-term 
memory (defined as that which can be 
remembered until the day after the test) 
but not necessarily domain or discipline 
understanding. They introduce perverse 
incentives into education systems and 
are always problematic but increasingly 
anachronistic in complex and AI-infused 
knowledge systems.

	� Generalizability: A test is no more than a 
small, strange and time-confined sampling 
mechanism, created in artificial conditions.

Select response tests have always been cheap 
and lazy ways to evaluate learners. At best, 
this most-used tool to assess learning and 
provide feedback to learners measures ‘surface 
learning’. But in these days of technological, 
scientific and social complexity, they are less 
appropriate than ever. With the arrival of AI, 
their persistent use has become inexcusable.

Less frequent have been supply response 
assessments – essays, documented projects, 
worked problems, research reports, 
experiment write-ups and such like. With 
these kinds of assessments, it is possible to get 
a more accurate and nuanced view of student 
learning. But they still have serious limitations.

	� Generalizability: Like select response 
assessment, these are still only a small and 
not necessarily representative sample of 
student learning. A learner may be lucky 
enough to get an essay question in an 
exam that takes them to an area of the 
curriculum they know well, or unlucky 
if they are well versed in a different part 
of the curriculum but not the part in the 
question.

	� Authenticity: We may heavily proctor 
supply response assessments, but this 
reduces assessable learning to long-term 
memory, when in real world knowledge 
processes, we rely (in fact insist!) on 
knowledge makers using the social 
memory of published resources, peers and 



AI and the future of education: Disruptions, dilemmas and directions – AI pedagogies, assessment and emerging educational futures  

83

now AI. We might require hand scribing, 
but this enforces essentially linear thinking, 
when the keyboarding to which we have 
now become accustomed offers the more 
powerful affordances of multilinear screen 
scribing. We may allow ‘open book’ exams 
without AI, but AI has become a particularly 
valuable tool to think through complex 
problems. In all these proctored scenarios, 
we reduce to severely time-delimited and 
individualized work the social processes 
of knowledge creation, which, in the real 
world, ideally involve relatively open-
ended refinement, with collaborative peer, 
professional and audience feedback.

	� Practicality: Supply response assessments 
are labour-intensive and expensive to 
assess. Marking has long been the bane of 
teachers’ lives.

	� Inter-rater reliability: There is a great deal 
of rater variability. In the case of high-
stakes testing, this requires complex and 
expensive moderation systems to establish 
inter-rater reliability (Greenberg, 1992).

	� Consequential validity: Feedback is mostly 
too late and too little to contribute in a 
meaningful way to learning.

Given these challenges with supply response 
assessments and as the pressure on education 
has grown, select response tests have 
unfortunately become even more prevalent.

We have outlined these assessment datum 
points because, with the rise of generative 
AI, it is possible to overcome many of the 
limitations of supply response assessments 
(Dixon-Román, 2024; Hao et al., 2024). At 
this point, supply response assessments 
can soon be discarded and replaced with 
something much better. 

Working with expert human educators, AI 
will do a better job with supply response 
assessments, without the pain and expense 
of legacy human-only processes. And it 
can do this at even less cost than machine-
graded select response assessments. With 

generative AI, it will be possible to redirect 
feedback and assessment systems to deep 
learning or ‘complex epistemic performance’ 
that until now could only be gauged in 
supply response assessments. Students can 
engage in knowledge-making activities 
and represent their thinking in knowledge 
artifacts. These can be the same kinds of 
artifacts that have long been presented for 
supply response assessments, and, of course, 
nowadays, multimodal artifacts, as well such 
as videos, infographics and software code. 
Along the way, students can be asked to 
externalize their thinking processes. They can 
explain and justify the ways they have framed 
and applied knowledge. 

Now, generative AI can be working with them 
in dialogue, along with peer collaborators 
and the teacher. Indeed, the teacher can be 
personified in the way they have curated the 
AI (more on how in the next section).

In this scenario, human and AI formative 
feedback work with the learner all the 
way. AI feedback can be continuous, 
comprehensive and richly nuanced, such 
that there is no need for that strange, 
isolated and limited artifact – the summative 
test. Instead, progress assessment can be 
a retrospective visualization of assessment 
that has always been formative in the first 
instance. Now the conceptual, artifactual 
and timetable distinction between 
instruction and assessment disappears. 
There is no instruction without formative 
feedback. Assessment is so integrally and 
essentially embedded in all instruction that, 
in its legacy forms, assessment disappears.

Teacher effectiveness

The territory of supply response and 
traditional supply response assessments is 
familiar. But with AI, teachers must move 
into new territory. It is a region that, as 
always, requires domain knowledge. But 
now the educator needs to learn new ways 
with which to magnify their knowledge and 
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distribute their presence in and through 
AI. It is necessary now to apply a specific 
educational terminology for tools, by 
means of which the teacher can re-mediate 
generative AI.

	� Knowledge artifacts: In the new AI 
pedagogy, knowledge representation 
tasks can still be drawn from the legacy 
repertoire of teachers: read about this; 
listen to this; investigate this; discuss this; 
consider this; solve this; reflect on this. 
However, to render their understanding 
accessible to AI, this cognitive, social 
and representational work needs to 
be directed to the creation of digital 
knowledge artifacts. This, too, is a familiar 
pedagogical move, not only in the legacy 
artifacts of writing and image-making 
(essays, projects, worked examples, etc.), 
but the broader scope of now readily 
available multimodal digital media, 
including videos, data visualizations 
and software code (Kalantzis and Cope, 
2025a).

	� Epistemic meta-reflection: Beyond the 
focus on creating knowledge artifacts, 
students need to externalize their 
thinking, for instance, not just to write out 
the solution to a mathematical equation, 
computer code or a history essay, but 
also to think aloud about their work, 
explicitly articulating their underlying 
knowledge processes. Cognition must 
be supplemented by a complementary 
discourse of metacognition. AI can only 
engage effectively with cognition when 
cognition is externalized. The AI will be 
able to tell when this is happening and 
prompt students when it is not.

	� Rubric agents: So far, this is only an 
updated version of what excellent 
(although perhaps overworked!) teachers 
have always done. From here, the teacher 
needs to move into a new AI space, and 
for this they will only need pedagogical, 
not technical skills. The teacher will need 

to establish a framework of what we term 
‘rubric agents’. The word ‘rubric’ will be 
immediately understood by educators. 
However, rubric agents spell out in some 
different ways the kinds of knowledge 
activity and learning outcome expected 
of the learner at specified levels of 
performance. Each criterion in a rubric 
should be framed as an agent in the 
discursive sense that they speak like 
kinds of people from their distinctive 
epistemic perspectives – say, experiential, 
conceptual, analytical or applied (Zapata 
et al., 2024). And while legacy rubrics 
tersely pack a lot into each criterion 
and bury their full import in implicit 
assumptions, the orientation of rubric 
agents must be spelled out explicitly. The 
richer that spelling out, the more helpful 
the agent will be. Technically, this is 
prompt engineering.

	� Knowledge bases: Historically, educators 
have chosen textbooks and prescribed 
readings. Usually this was at least enough 
and, perhaps optimally, a little too much. 
Now the teacher can create a knowledge 
base much bigger than what is necessary 
or feasible for students to absorb in full 
– say, half a dozen textbooks covering 
the same subject, articles, links and all 
kinds of perhaps messy artifacts they 
have created themselves, such as lesson 
notes or slide decks. All they need to 
do is upload or link to this material, and 
this becomes their own, pedagogical 
large language model (LLM). Technically, 
this material is vectorized on upload for 
‘retrieval augmented generation’ or ‘cache 
augmented generation’. This curated 
corpus constitutes trusted knowledge, 
validated by the teacher. The knowledge 
base is then prioritized by the AI over 
the foundation model. The teacher will, 
of course, have to be critically aware of 
cultural, gender and epistemic biases 
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in their sources, balancing these to 
the extent this might be needed in the 
framing of their rubric agents.

	� AI thresholds: The teacher can and will 
need to determine the range of minimum 
and maximum use of AI. No use of AI is a 
fail; just as in the past, no reading before 
writing an essay would be a fail. Total use 
of AI is a fail; just as in the past plagiarism 
was always a fail. Now, the teacher can 
set the target parameters of the learner/
AI mix: 80/20, 50/50, 20/80, whatever, 
depending perhaps on how new the 
domain is for the student. Contextual 
AI (represented to the learner and the 
teacher in data visualizations drawn 
from analysis of keystrokes, timestamps, 
clickstream and other logfile data) will 
make teacher and student constantly 
aware of their proximity to the target 
threshold.

	� Human/AI moderation: Never AI without 
human moderation! AI systems can 
orchestrate this – self reflections, peer 
reviews and teacher commentary. The 
humans are the bosses here, and the AI 
learns the only way it can, by ‘reinforcement 
learning with human feedback’.

	� AI assessment: No more old-style 
grading, because when re-mediated by 
the educator in the ways we have just 
described, the AI can give qualitatively 
richer feedback and quantitatively more 
reliable ratings than any human teachers 
– and in seconds, and 24/7, and all the 
time, and any time. Via learning analytics 
visualizations based on a massive number 
of datapoints, the teacher can see which 
students need their human help and in 
what specific areas.

We have reached a point now where this can 
hardly be called AI. The very idea of ‘artificial 
intelligence’ is fraught, as if somehow these 
binary notation machines could replicate 
human intelligence (Cope and Kalantzis, 

2024). When we use this phrase or the 
acronym, we do so with great reluctance. 
Human and artificial intelligence are so 
very different. When the AI talks with the 
learner, when it gives them support and 
feedback in the learning environment we 
have just described, it is really the mediated 
pedagogical intelligence of the teacher. It 
is the teacher who has created the rubric 
agents and defined the domain of study and 
validated reliable sources for the knowledge 
base. Behind this, it is the collective human 
knowledge of the ages in the foundation 
LLM. Then it is the AI learning about the 
learner, becoming optimally helpful as 
it learns what they can and cannot do. 
Without the humans in the loop, the 
AI has zero intelligence. This is why we 
suggest the phrase ‘cybersocial learning’ to 
characterize the phenomenon, emphasizing 
the productive feedback relationship 
between humans and the machine, rather 
than to imply that the machine is in any 
sense replicating human intelligence. Of 
course, the acronym AI is so pervasive that 
it is impossible to avoid. We only want to 
indicate that we mean something at least 
slightly different.

Our main conclusion here: teachers now 
have a new job (Kalantzis and Cope, 2025b). 
Their pedagogical expertise will be re-
mediated through a cybersocial learning 
relationship. When the AI speaks, it is the 
teacher speaking. Now they can focus on 
the human-to-human things that really 
need attention. Their intelligence has been 
used to best effect and magnified. From 1:n, 
they now have a classroom of simultaneous 
1:1. And best of all, a good deal of the 
tedium in teaching has been removed.

Education equality for all

We have begun each section of this piece 
with assessment. This is because too 
often, this end of the pedagogical process 
determines all that comes before. What, 



AI and the future of education: Disruptions, dilemmas and directions – AI pedagogies, assessment and emerging educational futures 

86

then, of its legacy purposes? Assessments 
of all kinds – select or supply response – 
have until now almost invariably insisted on 
inequality of outcomes. Sometimes this is not 
in so vicious and discriminatory a manner 
as the bell curve, but by design inequality is 
nevertheless the result. For the few to do very 
well, the many must be mediocre, and some 
should fail. This is one of the main functions 
of education as we have known it until now, 
to inculcate and establish a moral basis for 
inequality. Institutionalized in education 
systems, assessment becomes a key fulcrum 
for this social project.

However, as every teacher knows, those who 
didn’t do so well in the test could have done 
just as well as the best if they had received 
adequate feedback or were given more time 
before the test to meet its expectations. But 
relentlessly the bell tolls.

Benjamin Bloom famously articulated the 
possibility of shifting the curve in his notion 
of ‘mastery learning’ (Bloom, 1968). Under 
what conditions, he asked, can everyone 
achieve mastery? After all, if a student has 
been allowed entry to the class, it is on the 
presupposition that they can achieve the 
teacher’s and the curriculum’s expectations.

A responsive AI can determine and then 
offer feedback on the basis of what we 
call, revising Lev Vygotsky (1962), a zone of 
proximal knowledge (ZPK). We don’t use the 
word ‘development’ as in zone of proximal 
development (ZPD) because we want this 
range to be domain- and epistemologically 
based, rather than a notion rooted in 
developmental child psychology. The starting 
point for learning should be within the zone, 
but with AI we can track the microdynamics 
of learning and incrementally expand the 
upper threshold of that zone. Rather than 
‘mastery’, with cyber-social learning we push 
towards the kinds of epistemic proficiency 
articulated by the rubric agents.

Cybersocial learning can also calibrate the 
interactions to engage learner lifeworld 
differences – students’ particular interests, 
epistemic frames, affinities, emotional 
nuances and sensibilities. Such education 
systems should be tuned to learner 
differences, changing the register of their 
interactions with learners according to their 
responses. Over time, the AI will develop 
a finely calibrated understanding of the 
learner’s needs and potential learning 
trajectories. This is to move AI from an 
external support to an intimate extension 
of personal and collective epistemic life. But 
it is never to leave the learner in the space 
where they are to be found; rather to push 
them into new spaces. In this way, the AI 
becomes finely tuned to the learner, while 
embedded within a broader architecture 
of creative divergence, surfacing unfamiliar 
perspectives, introducing challenging ideas 
and fostering dialogical openness.

Finally, this is cheap. Some foundation 
models are free, and others are less expensive 
than an individual subscription when 
purchased by the token for AI education 
apps. The layers of educational re-mediation 
we have described above are no more 
difficult than making a web app. With an 
inexpensive web-connected device, the best 
education in the world can be made available 
to every learner in the world.

Here, by way of conclusion are some key R&D 
objectives exemplifying what can be built 
into dedicated AI education workspaces. 
Over the last several years, we have been 
building one such educational web app, 
CyberScholar (Saini et al., 2024; Tzirides et 
al., 2025). The research accompanying this 
project has demonstrated ways in which 
it is possible to create cybersocial learning 
environments for students and instructors 
that are safe, productive and ethical. The 
table that follows compares cybersocial 
platform pedagogy with the unmediated use 
of publicly accessible generative AIs.
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Table 2: Comparison of cybersocial platform pedagogy with the unmediated use of publicly accessible 
generative AIs

Cybersocial platform pedagogy (for 
instance, CyberScholar) LLMs ‘in the wild’

1.	 Space for 
learner 
activity

Multimodal workspace with full AI support. 
Thinking with AI.

Question > Answer. The 
machine thinks for you, 
‘cognitive offloading’ (Gerlich, 
2025).

2.	 Cognitive 
engagement

Embedded meta-prompts push thinking 
but will not do the work for you (brainstorm, 
research, plan, etc. – cache augmented 
generation).

Will do your work for you. Even 
when you don’t ask for this, 
it will make an offer that is 
perhaps too tempting to resist. 

3.	 Provenance 
of student 
work

Contextual AI tracks the mix and kinds of 
generative AI support in relation to the 
learner’s own thinking (keystrokes, time 
stamps, clickstreams, etc.).

There is no reliable way of 
knowing the extent or nature 
of student use of the AI.

4.	 Learning 
designs and 
measures

Rubric agents (prompt engineering), setting 
the parameters of the learning outcomes, 
created by the teacher, instructional 
designer or drawn from a library of shared, 
educator-created rubrics.

Teacher has no control over 
prompts, nor an audit trail of 
dialogue with the LLM.

5.	 Learning 
content

Knowledge base (retrieval augmented 
generation) providing validated subject or 
disciplinary content, created by the teacher, 
instructional designer or drawing from a 
library of educator-curated knowledge 
bases. Minimizes ‘hallucinations’ by 
prioritizing vetted content.

LLM contains general 
knowledge, not the focused 
knowledge of a topic or 
discipline. Factually unreliable.

6.	 Human-AI 
relations

The AI can always and should always be 
moderated by humans (peers, teachers 
and self ), explicitly calling out the 
question, what are the differences and 
complementarities between human and 
machine intelligence?

A private user <-> AI 
relationship, unmoderated.

7.	 Learner 
differences

Calibrated within the learner’s changing 
zone of proximal knowledge (ZPK), while 
pushing every student to expand their ZPK 
to reach criterion.

At the mercy of the student-
created prompt. Limited 
prompting skills produces 
limited outcomes, which are 
not necessarily aligned with 
learning objectives.

8.	 Assessment

Rubic-aligned (quantitative) with detailed 
rationale (qualitative) formative as-you-
go assessment, pushing every student 
to reach criterion. Updated on the fly, 
fully transparent to learners. Summative 
assessment is a retrospective view of 
progress.

Absent.

9.	 LLM 
dependency

Choice of any foundation model you wish.
Tied by account and 
subscription to one LLM at a 
time.

10.	Privacy
Secure, private, personal LLM, designed 
to push students with in their ZPK and to 
expand its range over time.

Hand your identity over to the 
AI company.
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Recapping the three main points of this 
piece, here is an agenda for dedicated AI in 
education:

1.	 Discard assessment of superficial 
learning and replace with dialogical 
spaces of deep learning, in which 
formative feedback is everywhere, 
embedded and integral to instruction.

2.	 Now, teaching and learning become sites 
of cybersocial interaction, transforming 
the profession of teaching and the 
schooling lives of learners.

3.	 With these tools, we can again and with 
renewed conviction strive for epistemic 
justice, where every learner has access to 
education of comparable quality.

The dangers that accompany AI are, of 
course, manifold. This piece has, however, 
chosen to focus on the opportunities. It is 
imperative now to harness the affordances 
of cybersocial learning in support of 
educational values that have until now 
been diminished by heritage assessment 
practices. By reimagining assessment 
through generative AI, we are offered 
a chance not merely to automate old 
methods, but to reframe what counts as 
meaningful evidence of learning, growth 
and understanding. The end of conventional 
testing may be near, but the future of 
assessment remains open, a space we must 
now shape with transformative purpose and 
social imagination.
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5.	Revaluing and recentring human teachers
Keeping the primary goals of education in the AI era: What do 
educators need to consider?
Ching Sing Chai, Jiun-Yu Wu and Thomas K.F. Chiu

While AI offers ever stronger support for 
professionals to achieve higher productivity, 
it is a disruptive technology that challenges 
all professionals to redefine their roles 
and articulate acceptable human-AI 
collaborative models. For teachers and 
teacher educators, such relational models 
need to be centred on human development. 
Emerging empirical findings point towards 
cautious acceptance, with negative 
concerns (for example, overreliance, 
academic integrity, impediments to higher-
order thinking) about the use of AI for 
human development (Hu et al., 2025; Sun 
et al., 2025). Many argue that AI has the 
potential to empower students’ learning 
through personalization and open enquiry, 
as well as providing timely and high-quality 
feedback (Wu, Jong and Kwok, 2025). Recent 
studies highlight the benefit of generative 
AI in addressing teachers’ lack of knowledge 
in interdisciplinary education (Hong et al., 
2025), which is important when teachers 
do not have ready access to professional 
development. As digital products, well-
designed, AI-based pedagogical agents (see 
Lan and Chen, 2024), online AI platforms 
(for example, Khan Academy) and intelligent 
tutoring system (ITS) can be widely 
distributed to the underprivileged. This has 
led to the recommendation of international 
collaboration to leverage leapfrogging with 
AI to bypass traditional developmental 
stages (Khan et al., 2024). Nonetheless, 
AI can also potentially harm students’ 
cognitive and emotional development 
and encourage cheating and intellectual 
laziness (Kassenkhan et al., 2025; Zou and 
Huang, 2023). AI can amplify biases and 
be manipulated to swing public opinions 

(Coeckelbergh, 2023; Zhang et al., 2025). 
Hence, AI is viewed as a double-edged 
sword that challenges current conceptions 
of human development, as well as soft skills 
such as leadership, critical thinking and 
creative thinking (Tian et al., 2025; Wu, Jong 
and Kwok, 2025). To address these emerging 
issues, it is important for educators to re-
examine the bases for human development 
and hence how AI should be deployed. This 
think piece offers five broad and interrelated 
theoretical lenses to understand the 
Artificial Intelligence in Education (AIED) 
phenomenon: the relational challenges 
that AI presents, the teleological aims of 
education, the epistemic limitations of 
generative AI, the psychological needs for 
human development and, consequently, 
the pedagogical design considerations that 
need attention. 

Relational challenges between 
humans and AI

The core of human existence is 
fundamentally relational. A valuable form 
of teaching proposed by Martin Buber is 
characterized as the formation of an I-Thou 
relationship through genuine teacher-
student encounter (Buber, 1932). Relational 
teaching emphasizes relation-building 
before information transaction. It occurs 
when students and teachers recognize 
each other as unique beings and are 
mutually engaged in growing. It is through 
the I-Thou encounters that educators 
affirm learners as unique individuals with 
intrinsic values, worthy of trust, respect 
and autonomous development. Such 
encounters propel teacher and learner 
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into the world of mutual knowing and 
knowing the world, with the teacher being 
the institutionally licensed expert to guide 
learners without compromising learners’ 
freedom. Buber’s vision of education is 
intrinsically human-centric. He paints the 
teachers as authoritative professionals with 
knowledge and responsibilities to cultivate 
learners who could enter I-Thou encounters. 
Through meeting learners as a Thou in the 
educational moment, the educator awakens 
learners’ capacities for dialogue, autonomy 
and reciprocal presence in the world. 

Inferring from this person-to-person 
position, intelligent machines are positioned 
as I-It relationally, with the machines 
supporting both teachers and learners. 
Studies on AIED for English language 
learning reveal that intelligent machines 
such as automatic writing evaluation 
systems and generative AIs can be used to 
enhance students’ writing performances, 
with differentiated effects on the learners’ 
self-image, but there is a concern about 
over-reliance on generative AI (Shi et al., 
2025). Over-use of machines will affect 
human development, and educators 
(including parents) need to regulate 
appropriately. Zhihui Zhang et al. (2025) 
report positive outcomes and highlight 
that generative AI with human feedback 
is powerful for writing enhancement, 
especially for competencies associated with 
higher-order thinking. These studies support 
person-to-person teaching without denying 
human-machine usefulness.

Intelligent machines are human-like 
when prompted to provide answers, 
and they do not express impatience or 
ridicule naive questions. Many AIs are 
outperforming human teachers in providing 
summarized, high-quality information. 
They will continue to improve in helping 
humans with many epistemic tasks as they 
accumulate backpropagations that better 
index correct responses. Nevertheless, 

human-like intelligent machines do not 
encounter a Thou, nor do teachers or 
students encounter a Thou when they 
interact with machines. Machines do not 
know, care, value, discipline, relate and 
struggle with the students in the same way 
as genuine I-Thou encounters. Engineers 
may create human-like intelligent machines 
that assume a pseudo Thou, but is that an 
advisable course of action? Technically, 
the advancement of natural language 
processing has rendered the human-
machine interactions as indistinguishable 
from human-human interactions. And this 
could undermine genuine encounters. 
Hence, if we accept that education is 
more than equipping students with 
knowledge and skills and it needs to 
entail the facilitation of I-Thou encounters, 
the conceptualization of education that 
advocates machines as teachers needs 
careful examination to determine the 
nuanced differences. When teachers and AIs 
are equally capable of providing information 
and socio-emotional support verbally for 
students, should the intrinsic differences 
between humans and machines be treated 
as irrelevant for the discussion of education? 
We suggest designing pedagogical I-Thou-
It collaborative models that complement 
each other, with Thou as the pinnacle of 
the triadic relationship as the way forward. 
Replacing any of the foundational poles 
in this historical time is likely harmful. It is 
necessary to test the evolving relationships 
within the possible contexts (schools, 
workplaces, communities, etc.) through 
the relational perspective. Some emerging 
research (Hong et al., 2025; Tian et al., 2025; 
Zou and Huang, 2023) addresses these 
relationships, but not necessarily through 
Buber’s lens. 
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Teleological purposes of education 
and AIED 

Gert Biesta (2009, p. 39) explicates 
that education is essentially ‘someone 
educating someone’, with three possible 
purposes: qualification, socialization and 
subjectification. His perspective can be 
viewed as contextualizing Buber’s existential 
positions in the current education arena, 
and it reinforces the need to understand 
AIED from a critical standpoint. To counter 
currently accountability-dominated 
schooling and measurement-driven 
discourse, undergirded by treating students 
as objects or data points to be changed in 
education, Biesta advocates that all three 
purposes need to be fulfilled simultaneously 
in a balanced and interdependent manner. 
We have not yet read about the design of 
AI systems based on Biesta’s teleological 
vision of education. Biesta’s purposes are 
directed towards developing Thou (that is, 
learners) and achieved through constant 
balancing competing aims. Current AI 
systems are developed for more specific 
purposes. AI has been tested to facilitate 
achievement of qualification, especially with 
domain-specific intelligent tutoring systems 
(Kulik and Fletcher, 2016). Its potential in 
promoting socialization through suggesting 
useful collaborative knowledge-building 
activities in the online/blended learning 
context has also received support (see, for 
example, Zheng et al., 2024). With regard to 
the role of AI in supporting critical thinking, 
creative thinking and other forms of 
higher-order thinking that are essential for 
subjectification, emerging research indicates 
that students prefer and trust human 
teachers or hybrid systems with a human 
presence, while teachers are concerned 
about AI dependence (Fakour and Imani, 
2025; Kassenkhan et al., 2025; Zhang et al., 
2025). Overall, emerging research indicates 
that when we dwell more on achieving 
the socialization and subjectification 
of Thou, the more we encounter the 

objectification nature of current AI sciences 
and technologies, and hence the need to 
pedagogically position AI as epistemic tools 
for sense-making on open-ended topics 
(Wu, Lee et al., 2025). 

Good socialization is characterized by 
the flow of communicative acts that stem 
from real intentions to interact in genuine 
encounters. It is an I-Thou (individual or 
collective) relationship. The nuances of 
relational knowing, as well as how teachers’ 
care translates into students’ socialization, 
need to be foregrounded to counter 
current technical rationality prevalent 
in AIED. Unlike AI outputs that can be 
ignored, human teachers are responsible 
and ethically obligated to raise good 
citizens, and they should not disregard 
signs of growing poor socialization and 
subjectification. Subjectification arises from 
the I-Thou encounters, and it emphasizes 
individuals as the subject of their own 
being, who actively construct their unique 
self, rather than being the objects of 
others, passively being shaped by others. 
Socialization and subjectification require 
human modelling to exhibit the courage 
and wisdom of being a unique individual. 
Biesta’s perspective further extends the 
need to adopt a human-centric perspective 
for AIED as advocated by UNESCO (Miao 
et al., 2024). Technologists and teachers 
should design and review progress in AIED 
not just from the qualification perspective 
but also incorporate socialization and 
subjectification perspectives. We foresee 
that for the latter, qualitative studies that 
document how learners’ identities evolve 
in pedagogical environments grounded in 
social constructivist learning theories would 
be helpful to clarify the way forward. Ting 
Tian et al. (2025) document how university 
students’ epistemic agency evolved when 
they were empowered to use generative AIs 
to pursue inquiry in a knowledge-building 
community. While these students from a 
research university are able negotiate a new 
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identity with AI, we are less optimistic about 
others who are less advantaged. There is a 
need for longitudinal studies (three to five 
to ten years) of AI effects on the socialization 
and subjectification of diverse learners.  

Epistemic concerns: Human vs. 
machine ways of knowing

AI lacks true epistemic agency – it processes 
inputs and runs algorithms on its databases 
to generate the most probable outputs. It 
does not ‘know’ or seek truth as humans do 
(Hicks et al., 2024). Humans interact with 
physical and sociocultural environments 
to form beliefs and ideas about the seen 
and unseen worlds. To seek truths, some 
of these ideas are subjected to ways of 
knowing through which the knowing agents 
articulate the claims they aim to establish, 
the reliable processes they are engaging, 
and the epistemic standards they abide by 
for public scrutiny. Clark Chinn et al. (2011) 
characterize such processes as epistemic 
cognition. Epistemic cognition involves 
physical, cognitive and sociocultural 
processes that differ based on disciplines to 
establish socially accepted knowledge. It is 
essential to recognize that human ways of 
knowing are different from machine ways of 
predicting. 

The increasing focus on the epistemic issues 
associated with AI highlights the need to 
pay specific attention to this dimension in 
AIED. Given that generative AIs cannot be 
trusted as epistemic authorities because 
of their underlying processes (Hicks et al., 
2024), AI in narrow domains such as ITS 
are designed narrowly for qualification 
(that is, to guide users towards a single, 
correct answer). In addition, given that 
current machine-generated outputs are 
outperforming many human teachers, AIs 
are viewed as epistemic tools and resources 
that could spur epistemic cognition. 
Recent studies report that students and 
teachers adapt to epistemic characteristics 

of generative AIs by assuming epistemic 
agency to critically review their output 
(Hong et al., 2025; Tian et al., 2025). 
Emerging studies are examining the roles of 
AI in mediating sensemaking (Sivola et al., 
2025). To educate involves enabling learners 
to seek truth with adaptable epistemic 
posture, valid goals, and trustworthy 
justification and verification methods (Wu, 
Lee et al., 2025). It seems that the use of 
generative AIs naturally demands users to 
act as active epistemic agents who review, 
evaluate and synthesize generated outputs 
for knowledge inquiry. However, generative 
or other forms of AI are insufficient to 
support fruitful knowledge quests. For 
example, natural sciences require learners 
to interact with the natural world (Tang 
and Cooper, 2024); social sciences and 
humanities require learners to understand 
the first-hand knowledge of human beings. 
It seems obvious that as AI progresses, 
deepening learners’ responsibility to 
assume epistemic agency, emphasizing the 
primacy of first-hand data, and building 
learners’ capacities to engage in valid and 
reliable knowledge work, are accentuated. 
If users understand the nature of AIs, they 
can utilize AIs as a powerful epistemic 
partner to facilitate epistemic works. 
Huang-Yao Hong et al. (2025) research 
how teachers make use of generative AIs 
to navigate their lack of knowledge for 
interdisciplinary STEM education, with full 
awareness of the machines’ limitation as 
a text generator. Anni Sivola et al. (2025) 
examined students’ sensemaking with AI 
outputs, which led the students to realize 
that the outputs are lacking in creativity 
and insights. The shortcomings of AI can 
be a context that frames users’ epistemic 
cognition for productive outcomes. Future 
human development efforts can leverage 
the epistemic strengths and weaknesses 
of humans and machines to formulate 
productive collaboration models in the 
context of open-ended inquiries. This 
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direction could facilitate many situated, 
meaningful encounters for subjectification. 
Gao et al. (n.d.) examine how AI workflows 
facilitate secondary students’ epistemic 
cognition for engineering product design 
targeted at promoting the social good. 

Psychological risks of AI in learning

Psychologically, the current concerns of 
over-reliance on AI (Kassenkhan et al., 2025; 
Zou and Huang, 2023) may undermine 
the three basic intrinsic human needs for 
autonomy, competence and relatedness 
(Ryan and Deci, 2017). These needs are 
congruent with Buber’s I-Thou position 
and Biesta’s perspective on education. The 
concerns of over-reliance on AI necessitate 
careful pedagogical design to ensure AI 
supports rather than hinders holistic human 
development. 

While AI offers efficiency and personalized 
learning, excessive dependence risks 
diminishing students’ abilities to think 
independently and critically, solve problems 
creatively and engage meaningfully with 
others (Stonjanov et al., 2024). Autonomy 
– the need for self-directed action – may 
weaken if AI makes too many decisions for 
learners. Reliance on shortcuts could erode 
critical cognitive thinking. Students can use 
AI to complete challenging tasks without 
cognitive learning; for example, they can use 
AI to create videos for their presentations 
without deep thinking. Relatedness – the 
desire for human connection – might suffer 
if AI-mediated interactions replace authentic 
collaboration. Students could ask AI for help 
instead of humans; they could trust AI more 
than humans and care less about building 
relationships. Given that these systems 
are often trained on data containing 
gender biases, uncritical use may reinforce 
stereotypes and undermine progress 
toward gender equality (UNESCO, 2024). 
To prevent these pitfalls, educators must 
intentionally design learning environments 

where AI augments rather than replaces 
human agency (Chiu and Rospigliosi, 2025). 
This involves fostering metacognitive 
skills, encouraging AI-assisted reflection 
rather than passive consumption, and 
prioritizing activities that require emotional 
intelligence and teamwork (Zhou et al., 
2025). Current interventions that build 
on self-determination theory (Ryan and 
Deci, 2017) rely on the teachers to fulfil 
the psychological needs. Educators must 
guide learners to focus on developing their 
competencies in higher-order thinking, 
ethical reasoning and interpersonal growth. 
Education must harness AI’s benefits, 
while preserving the irreplaceable human 
elements of curiosity, empathy and well-
being.

Pedagogical responsibility: Educators 
must lead AI integration

Brayan Diaz and Miguel Nussbaum (2024) 
emphasize the incorporation of pedagogical 
intelligence for AIED. While AI exhibits 
strong affordances for education, it is an 
epistemic technology that needs to be 
pedagogically tamed for various subject 
matter or interdisciplinary cognition. In 
other words, teachers are required to design 
new technological pedagogical content 
knowledge for AIED (Celik, 2023; An et al., 
2023), and this is a difficult endeavour that 
takes time and wisdom. Existing studies 
support that AI serves as an educational 
tool – not a replacement – for meaningful 
human interaction and intellectual growth. 
Students and teachers are beginning 
to accept AI use, but with an emerging 
understanding of its limitations (Hong et al., 
2025; Ravšelj et al., 2025; Tian et al., 2025). 
Resources such as UNESCO’s Red Teaming 
AI for Social Good (2025) provide practical 
guidance for educators and students to 
collaboratively test generative AI models for 
flaws and vulnerabilities that may uncover 
harmful behaviour. Educators should design 
learning experiences that leverage AI’s 
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strengths – such as instant feedback and 
data analysis – along with consideration of 
the issues from the above perspectives. By 
framing the pedagogical design with these 
references, teachers may be better able to 
cultivate well-rounded learners who thrive 
in an AI-driven world without losing their 
humanity.

Conclusion: Balancing AI’s benefits 
with human-centric education

As advances in AI find ways to be more 
human-like, we are likely to face a period of 
ambiguity. Educators are currently designing 
and testing new pedagogical practices and 
investigating naturally occurring human 
adaptations to technological advancements. 
These efforts are moving us closer to the 
explication of theoretically supported and 
practically helpful human-AI collaboration 
models. Meanwhile, we must exercise 
caution to prevent technological impacts 
from overwhelming the needs of human 
development. Educators are obliged to 
ask not only how to integrate AI into 
education but also how the integrated 
instructional practices can facilitate 
human subjectification and how learning 
experiences can be shaped to foster human 
capacities for better living.
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Compassion by design: Building AI with and for caring 
educators
Arafeh Karimi

1. Author’s field notes, Malaysia, 2022-2025 (Product Leader, FrogAsia Company)
2.	  Wayfaring, coined by Tim Ingold (2007), is where progress is lived navigation through terrain, not waypoint 
hopping; AI should notice spirals, back eddies and side trails.

Introduction

‘In one rural classroom, nine-year-old 
Aisha grew silent halfway through 
an AI-powered math activity, her 
shoulders slumping as the system 
moved on without her. Her teacher, Ms 
Devi, later explained, “The AI wouldn’t 
pause for her half-correct answer; she 
just shut down.”’¹

When AI overlooks empathy and relational 
nuance, it risks eroding trust, learner 
agency and inclusive, social-emotional 
development. Too many so-called human-
centred EdTech tools arrive as closed-box, 
efficiency-driven products; automating tasks 
while neglecting educator empowerment, 
learner belonging and nurturing pedagogy. 
Prioritizing technical optimization over 
equity and care, risks hollowing out the 
human core of teaching (UNESCO, 2025).

This think piece proposes a ‘compassion by 
design’ approach: seven actionable policy 
shifts that ensure AI listens, defers and 
co-learns with educators. Five foundational 
shifts protect agency, trust and belonging. 

Two transformational shifts embed ethical 
transparency, adaptive wayfaring²10and 
sustainable data stewardship. Foundational 
shifts set minimum policy guardrails to 
protect educator agency, trust and inclusion; 
transformational shifts build longer-term 
systemic levers that reimagine pedagogy and 
governance. Together, they form a values-
aligned blueprint, grounded in UNESCO’s 
vision for inclusive, human-centred digital 
learning (UNESCO, 2024). This piece primarily 
supports national ministries and policy-
makers, with secondary guidance for EdTech 
vendors and local education leaders.

Compassion by design

As UNESCO 2025 affirms, integrating AI 
must not replace relational pedagogy with 
automated efficiency. We must shift from 
automation, where AI dictates pace and 
content, to attunement, where systems 
respond to educator judgement, learner 
emotion and local context. A ‘compassion 
by design’ approach ensures that AI systems 
listen, defer and co-learn with educators and 
students, preserving the deeply relational 
core of education.

Figure 1: Compassion by design: Seven shifts to align AI with human-centred education

Foundational shifts
(Establish minimum guardrails)

Shift 1. Participatory co-design
Shift 2. Equity explainability
Shift 3. Trust and well-being audits
Shift 4. Nurturing pause work�ows
Shift 5. Belonging and re�ection assessment

Transformational shifts
(Build longer-term systemic levers)

Shift 6. Adaptive wayfaring and narrative continuity
Shift 7. Ethical data stewardship
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Conceptual foundations

This framework builds on two research 
grounds:

	� Human-centred AI, which informs Shifts 
1–3, focuses on participatory design, 
explainability and emotional attunement. 
Shift 1 draws on co-design (Alfredo et 
al., 2024; Simonsen et al., 2020). Shift 
2 builds on the concept of epistemic 
justice (Fricker, 2007). Shift 3 centres 
relational trust and pedagogical care 
(Bryk and Schneider, 2003; Noddings, 
2005). Shift 4 integrates feminist ethics 
of care, addressing the emotional 
labour of educators (Haraway, 2016). 
Complementing these, the Positive 
Artificial Intelligence in Education 
(P-AIED) framework (Bittencourt et al., 
2023) shows how Artificial Intelligence 
in Education (AIED) can be purpose-built 
to foster student well-being, resilience 
and meaning, rather than narrow 
performance gains.

	� Critical AI and society, which informs 
Shifts 5–7, interrogates power, equity and 
data ethics. Shift 5 embraces entangled 
pedagogy and learner reflection.³11 
Shift 6 invokes Tim Ingold’s ‘wayfaring’ 
metaphor: AI as a compass for culturally 
responsive journeys (Ingold, 2007). Shift 
7 draws from Abeba Birhane’s relational 
ethics (2021) to promote bias disclosure 
and educator-led data stewardship.

These conceptual anchors echo UNESCO’s 
call to embed empathy, participation and 
educator agency into AI policy. The seven 
shifts that follow translate this vision 
into practical steps for building attuned, 
relational and just AI in education.

3.	  In ‘entangled pedagogy’, learning emerges from inseparable knots of humans, tools and contexts; design starts 
from relationships, not functions (Fawns, 2022).

Foundational shifts: From 
automation to attunement
What happens when AI doesn’t pause, and 
how do we rebuild trust from that silence?

Goal: Reset the baseline so no AI 
deployment compromises teacher agency, 
learner belonging or social-emotional well-
being.

These shifts move from rigid automation 
towards attuned, human-centred education. 
They embed empathy, agency and inclusion 
into the design and use of AI tools in 
learning.

Shift 1: Participatory co-design
How do we ensure the next tool pauses when 
a child like Aisha does?

Action: Require all AI procurements to 
demonstrate ongoing, participatory co-
design with educators, including joint 
planning workshops, iterative pilots and 
documented feedback loops.

Rationale: When educators help shape 
AI from the start, technology becomes a 
responsive partner rather than a black-box 
automation tool. Co-design protects teacher 
agency, fosters pedagogical trust and ensures 
AI serves real classroom needs. Co-design 
centres the voices of rural, Indigenous 
and other under-represented educators, 
preventing ‘digital colonialism’ and ensuring 
AI reflects diverse classroom realities.

Implementation: Ministries ask two key 
procurement questions:

	� How were educators involved in shaping 
this tool?

	� What documented evidence shows 
teachers’ input informed the design?
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Proposals must include clear co-design 
artefacts, such as workshop notes, teacher 
prototypes or pilot feedback. Bids lacking this 
are returned for revision, with professional 
development funds paused until compliance. 
A short annex offers vendors sample artefacts 
and mock-ups, clarifying what meaningful 
co-design looks like.

Practice snapshot: In Brazil, over 60 
educators co-created the Guia IA para 
Educadores with CIEB and the Ministry of 
Education (UNESCO and CIEB, 2024). They 
set priorities for how AI should serve writing 
instruction. As a result, pilot tools now 
directly reflect teachers’ goals (CIEB, 2024). 
This process is influencing Brazil’s national 
EdTech procurement policy, embedding 
teacher voice into future AI deployments.

Shift 2: Equity-driven explainability
Who defines what counts as knowledge and 
how do we make this visible and contestable?

Action: Mandate that all educational AI 
include equity-driven explainability features 
that expose whose knowledge, cultural 
frames and epistemic assumptions shaped 
the model and create clear pathways to 
challenge or adapt these. This moves beyond 
technical transparency to protect diverse 
ways of knowing, especially critical in under-
resourced or culturally plural settings.

Rationale: Traditional explainability only 
reveals how a model works. Equity-driven 
explainability exposes who it serves and 
whose knowledge it overlooks, making it a 
tool of epistemic justice that protects learner 
identity, trust and belonging. By surfacing 
whose knowledge is absent, equity-driven 
explainability protects minoritized learners 
from epistemic erasure and equips them to 
contest biased outputs.

Implementation: Ministries include two 
clear requirements in tenders:

	� Whose knowledge shaped this model, and 
how is that documented?

	� What mechanisms allow teachers and 
students to question or contest outputs?

Vendors must provide culturally explicit 
model cards and show simple, multi-
language pathways for contesting AI outputs. 
Bids without these are returned for revision. 
In low-resource settings, ministries can 
mandate SMS or paper-based systems to 
keep contestability accessible.

Practice snapshot: This builds on a wave 
of new regulation. The EU AI Act requires 
vendors to publish plain-language 
summaries detailing data sources, gaps 
and bias mitigation (European Commission, 
2024). Brazil’s Draft AI Bill contains 
parallel transparency and explicabilidade 
requirements, aimed at protecting cultural 
rights (Federal Senate, Brazil, 2024). In 
education, this means ministries can 
mandate disclosures that show not just 
how an AI works, whose epistemologies it 
encodes, and equips educators to critically 
question or adapt it.

This is supported by Riordan Alfredo et al. 
(2024), who found co-design paired with 
explainability features increases educator 
trust, adoption and classroom relevance.

Shift 3: Trust and well-being audits
When trust breaks down, how do we rebuild 
it with students, teachers and communities 
alike?

Action: Embed short, rights-based ‘trust 
and well-being audits’ into all AI pilots. 
Co-authored by educators, students and 
communities, audits assess relational trust, 
inclusion, learner agency and emotional 
safety.

Rationale: Accuracy alone does not ensure 
dignity. Trust audits reveal early harm 
signals and ensure AI supports equitable, 
inclusive learning. By spotlighting how the 
system treats girls, rural students and other 
marginalized groups, the audit becomes a 
guardrail against widening the AI divide.
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Implementation: Ministries fund mixed 
audit teams made up of psychologists, 
counsellors and teachers. Teams run a pre-
pilot baseline, a mid-term check and a final 
review. In lower-resource settings, audits can 
use simple rubrics developed with teacher 
leaders and run through peer networks.

Practice snapshot: In 2023, New South 
Wales, Australia, launched a mandatory AI 
Assurance Framework (NSW Department of 
Education, 2023). Every AI tool must pass this 
audit to be approved in schools. Reviewers 
assess whether tools support well-being, 
agency and inclusion. A career guidance tool 
was rejected in 2024 after the audit found 
gender bias and weak rural representation. 
The vendor revised its model and was later 
approved. This framework shows that well-
being audits can be scaled across public 
systems and hold vendors accountable to 
human-centred values, not just technical 
accuracy.

This model reflects a growing global norm, 
as seen in the Government of Uruguay’s 
(2024) pilot, adapting UNICEF’s (2021) Policy 
Guidance on AI for Children. It also aligns 
with Olga Viberg et al. (2024), who found 
emotional safety and learner autonomy 
significantly predict trust in EdTech.

Shift 4: Nurturing pause workflows
What would it take for Ms Devi to pause the 
AI and be supported in doing so?

Action: AI tools should be required to include 
configurable ‘pause windows’ so teachers can 
reflect, connect or adjust lessons. Monthly 
peer support groups should be funded to 
address ethical and emotional challenges.

Rationale: Fast-paced AI can suppress 
empathy and erode key human interactions. 
Pause windows and reflection groups restore 
emotional safety, relational care and teacher 
voice. Pause windows especially benefit 
students who are often overlooked by 

fast-moving algorithms, such as language-
minority, neurodivergent or trauma-affected 
learners, restoring space for care.

Implementation: Ministries revise AI 
standards, requiring pause functions and 
time for teacher reflection. Where funding is 
limited, protected time is scheduled into the 
school calendar for ‘AI Reflection Groups’.

Practice snapshot: Carnegie Learning’s 
MATHia LiveLAB Dashboard alerts teachers 
when students are struggling, prompting 
them to pause AI delivery and step in 
with support (Sloan, 2024). These insights 
are discussed in weekly Professional 
Learning Communities, where teachers 
share approaches and adapt strategies. 
Independent reviews show lower student 
anxiety and increased teacher confidence 
when AI includes pause and reflection 
features.

Finland’s School Day dashboard and Spain’s 
ODITE ‘pausas reflexivas’ show similar benefits 
(Ministry of Education and Culture, Finland, 
2024; ODITE, 2025). When teachers are 
empowered to interrupt automation and 
reflect together, AI becomes a tool for care, 
not just efficiency.

Low-cost options: Pause-and-reflect 
workflows do not require expensive tools. 
Schools can use open-source dashboards (for 
example, Kolibri Coach), simple surveys and 
peer-led groups. In Rwanda, VVOB’s learning 
circles support emotional check-ins with 
time, not tech (VVOB, 2021). A designated 
‘well-being lead’ can coordinate this effort.

Shift 5: Belonging and reflection 
assessment
How do we know when a student feels 
unseen, and how can AI assessments help us 
listen better?

Action: Require all AI-assisted assessments 
to include a brief ‘Inclusive belonging index’ 
(for example, adapted from OECD and India’s 
Thriving index) and a short student reflection 
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on how the AI feedback resonated with 
their lived experience. Ministries work with 
educators to localize the design.

Rationale: Scripted answers alone miss 
relational and emotional dimensions. 
Including prompts like ‘I felt heard’ or ‘I could 
ask for help’ centres the learner experience. 
Reflections surface bias, affirm identity and 
promote metacognition. Belonging data 
reveals hidden disparities across gender, 
caste, disability and culture, allowing timely 
support before small exclusions become 
structural gaps.

Implementation: Ministries integrate the 
Belonging index into existing dashboards 
(for example, EMIS) and publish anonymized 
school-level results alongside attainment 
data. Examination boards may allocate 
up to 10 per cent of marks in AI-assisted 
assignments for student reflections, 
encouraging active engagement with 
feedback rather than passive acceptance.

Practice snapshot: In India (Ministry of 
Education, India, 2020), Dream a Dream’s 
Thriving Index, used with 100,000-plus 
students, measures life skills like agency and 
empathy. When it flagged a drop in girls’ 
agency during early secondary years, schools 
responded with targeted mentoring and 
social and emotional learning. Recent impact 
data show 93.9 per cent of 7,434 learners 
improved on the Life-Skills Assessment 
Scale, with 75 per cent gaining at least one 
standard deviation; girls out-paced boys (76 
per cent vs 73 per cent) (Dream a Dream, 
2023). An AI system trained on these rubrics 
could prompt reflective questions post-
assignment and offer teachers real-time 
insights into students’ well-being and sense 
of belonging.

OECD identifies student voice and reflection 
as key predictors of equity, with schools that 
enable regular learner reflection scoring 
higher on belonging and emotional safety 
(OECD, 2023; 2025). Embedding reflection 

and belonging metrics into AI assessments 
ensures they listen, not just score, and 
support more equitable pedagogical 
redesign.

Transformational shifts: Care, ethics 
and wayfaring

How do we design an AI ecosystem that 
honours learning as a shared journey and 
data as a responsibility we carry together?

The five foundational shifts establish a 
necessary baseline of relational trust and 
educator agency. Building on this stable 
ground, the two Transformational shifts 
then propose to fundamentally reshape 
pedagogical practice and data governance, 
moving from incremental improvement to 
systemic evolution.

Goal: Once trust and educator agency 
are secured, these advanced shifts embed 
sustainable, values-centred practices, 
ensuring AI remains a caring, future-ready 
companion.

‘Care, ethics and wayfaring’ represents a 
significant evolution from prescriptive 
curricula towards dynamic, responsive 
educational journeys. Drawing from 
Ingold’s (2007) metaphor of wayfaring, 
education shifts from predefined paths to 
emergent navigation, cultivating learners 
who actively orient, adapt and choose 
wisely within unfolding landscapes. Ethical 
transparency and educator-led data 
stewardship complement this approach by 
reinforcing care, relational ethics and cultural 
responsiveness, thereby anchoring learning 
within enduring values of integrity and 
inclusivity.

Shift 6: Adaptive wayfaring and 
narrative continuity
What if learning isn’t a path to follow, but a 
story we co-author, step by step, with care?
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Action: Launch annual wayfaring micro-
grants for schools to pilot flexible, learner-
centred AI modules offering culturally 
responsive pathways (for example, 
project-based learning, scaffolded inquiry, 
multimedia). Teachers and students co-
navigate and adapt these in real-time. Each 
pilot builds a Learning narrative archive; 
a record of AI reflections, feedback loops 
and student journals, to sustain narrative 
continuity.

Rational: Traditional curricula provide 
rigid maps that often fail to reflect learners’ 
dynamic, lived experiences. Wayfaring 
honours agency, resilience and discovery, 
aligning learning with real-world contexts. 
Archiving learning narratives fosters trust, 
continuity and cultural relevance, helping 
educators build on past insights and 
support each learner’s evolving journey. 
Wayfaring grants let learners pursue 
culturally sustaining pathways, countering 
one-size-fits-all curricula that privilege 
dominant narratives and disenfranchise local 
knowledge.

Implementation: Ministries co-sponsor 
annual grants for schools to propose AI-
supported, adaptable learning pathways 
shaped by students. Awardees share concise 
‘Adaptation Stories’ showcasing real-time, 
local innovations. A Data Stewardship Fund 
supports training for district officers in 
ethical archiving to ensure secure, accessible 
narrative continuity. Ministries can also 
promote open-source AI tools to enable 
flexible pedagogy without costly licences.

Practice snapshot: The Redes de Tutoría 
model (Rincón-Gallardo, 2023), used in 
thousands of Mexican public schools, flips 
traditional instruction: students choose a 
topic they care about, master it and teach it 
to a peer. Learning unfolds through curiosity, 
dialogue and shared exploration, building 
agency, motivation and metacognitive depth.

A wayfaring micro-grant could support the 
next step: an AI-enhanced platform like a 
hypothetical ConexionesAI, co-designed with 
educators, would scaffold and archive these 
journeys. Instead of prescribing content, 
the AI could suggest branching paths 
(for example, interviews, maps, artefacts), 
prompt peer reflection, and help learners 
build personalized Rutas de Aprendizaje, rich 
portfolios of how they explored and adapted 
their paths. This illustrates how AI can extend 
learner-led pedagogy and deepen culturally 
grounded education, particularly in the 
Global South.

Shift 7: Ethical data stewardship
If data is the story we tell about students, 
who holds the power to shape it, and who 
protects what truly matters?

Action: Mandate all AI vendors to 
publish plain-language values and bias 
disclosures, co-developed with educators 
and communities. These must outline data 
sources, known biases, risks and mitigation 
steps. Simultaneously, establish an educator-
led data stewardship fund to train school-
based stewards in equity audits, ethical 
governance and privacy safeguards.

Rational: Opaque AI erodes trust, inclusion 
and educator agency. Transparent disclosures 
empower teachers to question AI outputs, 
while stewardship training equips them 
to protect privacy, cultural continuity 
and student rights, anchoring AI in care 
and ethical practice. School-based data 
stewards defend communities with weak 
legal protections, ensuring privacy, cultural 
continuity and fair use of data in low-
resource settings.

Implementation: Bias disclosures and data 
stewardship plans are required as conditions 
for AI procurement. Ministries fund annual 
training for school-based stewards and host 
workshops to share best practices in inclusive 



AI and the future of education: Disruptions, dilemmas and directions – Revaluing and recentring human teachers purpose through dialogue 

104

auditing, secure archiving and participatory 
review. This embeds ethical governance 
within school systems.

Practice snapshot: Under the EU’s 2024 
AI Act (European Commission, 2024), 
educational AI systems are classified as 
‘high risk’, requiring vendors to publish 
plain-language summaries of training 
data, representational gaps and mitigation 
strategies before school deployment, setting 
a new legal standard for transparency.

Building on the EU AI Act, in Portugal, the 
Ministry of Education is piloting educator-led 
stewardship in 30 secondary schools (OECD, 
2024). Teachers and ICT leads are trained to 
review AI tools for equity, pedagogical fit 
and cultural relevance. They are empowered 
to question vendor disclosures and shape 
procurement decisions.

These examples show how legal mandates 
and school-based oversight can work 
together, ensuring AI tools align with 
inclusive, context-sensitive education goals.

Translating these shifts into practice 
demands system-level scaffolding. 
Education ministries need clear political 
backing (cabinet-level mandates), stable 
multi-year funding lines and data-sharing 
agreements that link curriculum, teacher-
training, child-protection and ICT portfolios. 
Inter-ministerial task forces – including 
in education, digital affairs, finance and 
child-rights – should co-issue standards, 
pool expertise and align budgets so that 
compassionate, equity-centred AI becomes a 
whole-of-government priority rather than a 
siloed pilot.

Equity lens

The AI divide is ultimately a question of 
whose knowledge, pace and privacy count. 
By bringing marginalized educators into 
design discussions through co-design, 
requiring equity-driven explainability that 
lays bare a model’s cultural lens, running 

trust and well-being audits before scale-up, 
and embedding pause windows that let 
teachers shield vulnerable learners from 
one-speed automation, systems start to 
level power. An ‘Inclusive belonging index’ 
amplifies unheard student voices, wayfaring 
micro-grants finance culturally grounded, 
learner-shaped pathways, and educator-
led data stewardship keeps privacy and 
context close to communities, so that equity 
is woven through every technical layer 
and governance choice. Together, these 
guardrails keep ‘Compassion by design’ from 
becoming another form of digital privilege.

Conclusion

We began by identifying how automation-
first AI in education can erode educator 
agency, learner belonging and emotional 
well-being. The five foundational shifts 
– participatory co-design; explainability; 
rights-based audits; slow-paced nurturing 
workflows; and holistic assessment 
with learner voice – reset the baseline 
for relational trust, equity and inclusive 
pedagogy.

Building on this, the two transformational 
shifts – adaptive wayfaring with narrative 
continuity; and ethical transparency with 
educator-led data stewardship – embed 
values of care, cultural responsiveness and 
sustainable governance. Together, these 
shifts reflect global priorities of empathy, 
dignity, equity and the co-creation of just 
futures.

This is not a debate between tradition and 
technology. It is an opportunity to reimagine 
AI as an attuned educational partner who 
listens, defers and co-evolves with educators 
and learners.

Policy-makers can embed ‘Compassion by 
design’ into procurement, pilot funding and 
professional learning. EdTech developers 
must co-design from the outset, prioritizing 
explainability, safety and adaptability. 
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Ministries and researchers can trial these 
shifts in diverse school settings and capture 
equity-centred data to guide policy. 
Educational communities, including teachers, 
students and families, must be recognized 
as co-stewards who shape local ecosystems 
with cultural wisdom and care.

By choosing ‘Compassion by design’, we do 
not just mitigate harm. We uphold the moral 
imperative to honour human dignity and the 
pedagogical essence of teaching.

The path forward is not only technically 
feasible, it is also ethically urgent and within 
our collective grasp.

‘Somewhere, a child hesitates halfway 
through a thought, not seeking 
correction, but simply asking that her 
learning be honoured.

What happens next will not be decided 
by algorithms alone, but by the 
policies we craft and the ecosystems 
we choose to build around them.

Imagine classrooms where pause 
marks the beginning of understanding, 
where learner stories are held with 
care, and where paths are not just 
followed, but made, together.‘⁴

4.	  Author’s field notes, Malaysia, 2022-2025 (Product Leader, FrogAsia Company)
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6.	Ethical and governance imperatives for

AI futures in education

Towards an ethics of care by design in AI in education
Kaśka Porayska-Pomsta and Isak Nti Asare

Introduction

The field of Artificial Intelligence in 
Education (AIED) has a relatively long 
history, which is grounded in the interplay 
between learning sciences and AI 
engineering (Woolf, 2008; McCalla, 2023). 
Its mission has traditionally been shaped 
by core principles such as responsible 
AI, learner-centred support and scalable, 
adaptive learning (Porayska-Pomsta, 2024). 
However, as AIED becomes more embedded 
in mainstream educational practice, it is 
increasingly being reframed through a 
commercial lens, often by actors detached 
from its research foundations. In this 
context, and echoing Paulo Freire’s (1970) 
critique of the ‘banking model’ of education, 
education is cast as a market, learners 
as consumers, and educators as content 
deliverers. As AIED is increasingly shaped 
by commercial imperatives and generic AI 
models, there is a growing risk of displacing 
the foundational ideals of education as a 
public good and an instrument of freedom 
(Freire, 1970), since commercial interests 
tend to prioritize efficiency and scale, 
often at the expense of context, human 
connection and care.

A key part of the problem lies in the nature 
of the AI technologies that underpin most 
widely available AIED systems. These 
systems typically adopt a standard model of 
AI that assumes fixed, known objectives that 
are pursued through rational optimization, 
regardless of their (mis-)alignment with 
human intent (Russell, 2019). This can 
lead to bypassing the relational, dialogic 

and subjective dimensions of learning, 
long understood as essential for human 
development, resulting in interventions 
that may be ineffective at best, or harmful 
at worst (Treviranus, 2023). The combined 
pressures of marketization and the 
limitations of the standard model of AI 
highlight the acute need to reconsider how 
the role of education as a public good may 
be supported and reinforced. 

In this think-piece we explore these 
questions through the prism of the ethics 
of care framework (Tronto, 1993), which 
foregrounds attentiveness, relational 
responsibility and responsiveness 
as a process of distributing care and 
responsibility among all stakeholders.  This 
approach stands in contrast to entrusting 
the design of educational processes and 
tools only to selected actors who happen 
to be privileged by an economic or political 
system. The framework offers an important 
perspective on AIED as a process (rather 
than merely a product) that is embedded 
within shared and situated ethical 
educational practices.

Beyond critique, we explore what an 
emancipatory, care-centred AIED might 
look like in practice. We identify concrete 
approaches from AIED research through 
which AIED tools can be reimagined 
as co-created infrastructures that are 
responsive to diverse lived experiences, 
locally grounded, and shaped by learners 
and educators. While some care-centred 
approaches may appear aspirational in 
today’s commercial and policy landscape, 
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they are far from speculative. Long-standing 
practices, such as open learner models 
(OLMs), participatory co-design and 
learning analytics, have over thirty years of 
research behind them, with demonstrated 
efficacy across diverse AIED contexts (Conati 
et al., 2018; Ramaswami et al., 2023). By 
foregrounding these practices as exemplars 
of designs that promote pedagogical quality 
and learner agency, while subverting the 
dominant model of AI and its assumptions, 
we aim to expand AIED’s ethical and design 
horizons beyond solely personalization-
driven tools, which are necessary but 
insufficient for care, to systems that are both 
adaptive to and modifiable by users in real 
time and in their immediate contexts.

What is ethics of care? 

Ethics of care is a philosophical framework 
that recognizes human life as fundamentally 
shaped by dependency on others, 
environments and systems. Responsible 
action, therefore, must attend to the 
situated, concrete needs of individuals, 
especially those made invisible by dominant 
structures of power and knowledge (Tronto, 
1993).

Joan Tronto’s formulation identifies 
four moral and functional dimensions 
of care, each linked to a distinct phase 
of the process of care. Attentiveness 
requires recognizing the needs of others; 
responsibility involves accepting the 
obligation to respond; competence ensures 
that care is delivered effectively; and 
responsiveness centres the perspective of 
the cared-for and their reaction to the care 
received. These dimensions form a dynamic, 
recursive cycle that calls for ongoing 
reflection, adjustment and shared moral 
engagement.

The ethics of care presents a compelling 
alternative to abstract, tool-centric AI ethics. 
Rather than reducing moral questions to 
optimization or compliance, it foregrounds 
the lived realities of learners and educators, 
allowing them to assess AIED systems based 
on their relational sensitivity and ethical 
impact across the entire life cycle of their 
use. In what follows, we explore how this 
approach may help reframe the ethics of 
AIED.

Specifically, AI in education (as a field of 
research and as a type of technology) has 
the capacity both to reinforce and to disrupt 
Freire’s ‘banking model’ of education. When 
designed around predetermined outcomes, 
constrained definitions of what is to be 
learned, rigid feedback structures (for 
example, correct/incorrect assessment) and 
performance-oriented learner surveillance, 
AIED systems can deepen passivity and 
disempowerment (Fanning, 2024). However, 
when approached through critical, learner-
centered, constructionist pedagogies 
(Papert, 1980), such as those supported by 
OLMs, AI can be used to foster emancipatory 
learning and shared agency (between 
learners, systems and educators) through 
co-constructed personalization, made 
possible by systems that are both adaptive 
and adaptable (Du Boulay et al., 2023).

Thus, the liberatory or controlling role of AI 
in education is not fixed. It depends on the 
pedagogical design choices that precede 
and shape the technological models we 
adopt. Ethics of care shepherds us back to 
foundational best practices in education; 
it surfaces the deep tensions between the 
standard model of AI’s ambition for full 
autonomy and the essential conditions for 
human learning and well-being.
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In this context, the ethics of care offers more 
than abstract commitments to fairness or 
transparency. It provides a path towards 
grounded, value-driven design, deployment 
and use of AI. In the sections that follow, 
we draw on Tronto’s four phases of care 
to explore the tensions between what AI 
technology, especially the standard model 
of AI, ‘wants’ (Kelly, 2010) and what the 
human mind needs to develop and thrive.

Principles of ethics of care by design 
in AIED

Caring about: Attentiveness 
The first phase in Tronto’s ethics of care 
corresponds to the moral quality of 
attentiveness, which prompts essential 
questions: Who is being seen? What needs 
are recognized? and Whose experiences are 
made visible? 

These questions are particularly urgent in 
AIED, where systems are often developed 
around narrow, mainstream learner 
profiles that typically reflect Western, 
well-resourced contexts (Baker and Hawn, 
2022). Consequently, the local and global 
needs and realities of underrepresented or 
marginalized learners are often overlooked 
or poorly served (Holmes and Porayska-
Pomsta, 2023; Porayska-Pomsta, 2024).

This issue echoes a broader educational 
trend towards standardization in pedagogy, 
assessment and outcomes, which tends to 
favour the so-called ‘norm’, while de facto 
marginalizing those who do not conform. 
Those with alternative ways of knowing, for 
example, neurodivergent learners, are often 
cast in deficit terms and are seen as needing 
remediation rather than being recognized 
for their strengths (Valencia, 1997).

1.	  The term Intelligent Learning Environment is typically used to describe AI-driven systems that support human 
learning. The term has been increasingly adopted since the late 1990s to extend the original Intelligent Tutoring 
Systems approach by pedagogical approaches other than those focused on tutoring and drill-and-practice, for 
example, by exploratory learning environments, teachable agents or environments allowing students to self-direct 
in their help-seeking (Du Boulay et al., 2023).

In contrast, attentiveness demands a 
shift from outcome-driven objectives to 
designs grounded in a context-sensitive 
understanding of learners: their identities, 
histories, environments and individual 
capacities. This shift highlights the need 
for continuity of informed insight and 
adaptive practices throughout people’s lived 
experiences. When transposed onto AIED 
artefacts as vehicles of care, attentiveness 
calls for alignment and relevant knowledge 
across the entire AIED development life 
cycle, from initial conception to deployment 
and use, to ensure systems remain attuned 
to real-world needs and are effective at the 
front line. By the same token, this approach 
emphasizes the need for a functioning 
and sustainable ecosystem capable of 
supporting such continuity and relevance of 
insight throughout the AIED life cycle.

While current AI policies and ethical 
frameworks identify risks and offer general 
safeguards against them, they often lack 
the specificity and responsiveness required 
for true attentiveness. Caring involves more 
than rule-following and legal frameworks. 
It requires judgement, context awareness 
and moral imagination. In the context of 
AIED, ‘caring about’ means extending the 
kind of AI that is based solely on similarity 
patterns and rigid objective functions with 
approaches which are based on ‘designing 
for difference’. 

It is important to acknowledge that from 
their inception, research-driven AIED 
systems have been aimed to cater for 
attentiveness (McCalla, 2023). A core 
component of every classic Intelligent 
Learning Environment (ILE)¹12is their ability to 
detect and reason about learners’ pertinent 
behaviours – the core of the adaptive 
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capacities of AIED systems – enabling them 
to tailor real-time feedback and interaction 
accordingly, that is, to personalize. Similar 
detection mechanisms are also used 
in learning management systems and 
learning analytics-based dashboards to 
alert educators to critical learning incidents 
requiring their attention. However, the 
‘typical’ patterns on which these systems 
are based carry a real risk of bias against 
any divergence, potentially marginalizing 
learners who do not conform. Moreover, 
teachers’ routine reliance on these systems 
may lead to confirmation bias and/or skill 
atrophy, including a diminished ability to 
intuit the root causes of unusual behavioural 
patterns or to improvise their support (Lin et 
al., 2005; Baker and Hawn, 2022).

Used within a care-centred pedagogical 
framework that prioritizes attentiveness, 
such systems could be reframed more 
explicitly as supports that augment 
educators’ curiosity and pedagogical 
responsiveness. However, to achieve this 
would require reframing learner data 
from serving performance diagnostics to 
supporting a better understanding of the 
learners’ contexts, differences and needs. 
It would also likely involve a shift in the 
intended use of these tools from real-time 
decision augmentation towards supporting 
teacher training off-line and away from the 
front-line interventions, for instance through 
simulations of diverse learners and learning 
situations.

Caring for: Responsibility 
The second phase of Tronto’s care 
framework centres on responsibility, 
that is, the moral obligation to anticipate 
needs and ask: Who will ensure care is 
delivered? Who is accountable when a 
need is known? In the field of AIED, ethical 
concerns are increasingly acknowledged 
(Weber, 2020; Holmes et al., 2019), yet this 
recognition rarely translates into concrete 
moral or institutional action, particularly 

within commercial settings. A core barrier 
is that many actors involved in developing 
or deploying AIED are not structurally 
positioned or incentivized to assume ethical 
responsibility (McLennan et al., 2020), 
leading to a persistent accountability gap.

This gap is compounded by the 
misalignment between commercial 
incentives and the principles of care 
(Strümke et al., 2022). Commercial priorities, 
such as profit, speed and market share, 
often override commitments to pedagogical 
integrity or ethical depth. As a result, 
systems may be optimized for market 
logic rather than for the actual needs of 
learners and educators, posing a real risk of 
what Tronto describes as a ‘breakdown in 
democratic care’.

This is not to dismiss the vital role of 
commercial actors in AIED innovation. 
Instead, this highlights the need to 
restructure how responsibility is defined, 
shared and enacted across stakeholders. 
To support real educational needs, 
responsibility must be distributed equitably 
across institutions and sectors, with input 
from relevant expertise at every stage of 
the AIED life cycle. Educators and learners 
must be positioned as central agents, not 
passive users, in the design, evaluation 
and use of these systems. Achieving this 
requires investment in collaborative, care-
driven innovation, supported by incentive 
structures that prioritize public good over 
narrow commercial objectives.

At the technical level, personalization 
is often framed as AIED’s signature 
feature, that is, a means of delivering 
care by tailoring responses to real-time 
assessments of learner performance. Yet, 
ethical responsibility for these personalized 
decisions remains ambiguously allocated 
among developers, institutions and users. 
Moreover, the accuracy of such assessments 
is limited by the systems’ capacity to access 
and interpret relevant learner behaviours. 
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Even when systems generate rational 
inferences, these are shaped by the data and 
theoretical assumptions encoded in their 
models.

In contrast, when personalization is co-
designed with educators and learners, and 
when it includes mechanisms such as OLMs 
that let users override, reshape or negotiate 
AI decisions (Bull and Kay, 2016), moral 
responsibility can be more equitably and 
transparently shared. OLMs exemplify one 
of several forms of collaborative approach 
developed and tested in AIED research. 
They have been shown to promote more 
accountable design and to foster users’ deep 
engagement with both learning processes 
and pedagogical practice (Bull and Kay, 
2016; Conati et al., 2018).

Care-giving: Direct action, competence 
Competence refers to the ability to deliver 
care effectively and appropriately. Good 
care requires skill, contextual awareness and 
domain-specific knowledge – without these, 
even well-intentioned actions can cause 
harm or fail to meet actual needs.

In AIED, this raises an often-overlooked 
question: Do all stakeholders in AIED 
possess the skills, resources, and 
institutional support necessary to 
participate meaningfully in its ethical 
governance? Distributing responsibility 
without investment in stakeholders’ capacity 
to act effectively is insufficient. Technical 
literacy, contextual understanding and 
decision-making powers are unevenly 
distributed in the AIED ecosystem (Miao 
et al., 2021). Yet, most existing ethical 
AI frameworks set aside the question of 
whether all actors can actually engage 
on an equal footing and what specific 
pre-conditions may enable meaningful 
participation in this context.

Research in AIED (as distinct from 
commercial implementations) offers 
promising evidence and prototypes. 

Notably, it highlights the pedagogical 
and ethical value of alternative models to 
the standard AI paradigm, such as OLMs 
already mentioned (Bull and Kay, 2016). 
These systems allow users to engage with 
and refine AI models in real time, increasing 
relevance, accuracy and transparency 
thereof (Conati et al., 2018).

This same research highlights that co-
creation and collaboration are not just 
ethical imperatives, but that they are also 
competencies that can be learned given 
flexible system designs. When users can 
scrutinize, negotiate or edit AI models 
during use, they build AI literacy and 
metacognitive competencies through 
exerting their agency and self-reflection, 
thus also developing an intimate 
relationship with their learning, thinking 
and practices (Kay et al., 2023).

In this light, care-giving may need to be 
reframed as creating environments and 
opportunities that enable stakeholders to 
direct both the care they receive (via AIED 
design and policy structures) and their own 
self-care through meaningful ownership of 
their educational experiences. 

Competence in AIED systems is increasingly 
demonstrated through features that 
give users control over their learning, via 
appropriate help-seeking (Aleven et al., 
2016) or encouraging exploratory behaviour 
(Mavrikis et al., 2022). While these features 
reflect a form of technical competence, 
their ethical competence depends on how 
well they are embedded within culturally 
responsive pedagogy. A genuinely care-
centred system goes beyond functionality; 
it ensures alignment with learners’ 
diverse contexts through co-design, and 
continuous evaluation of the relevance and 
effectiveness of the interventions delivered.



AI and the future of education: Disruptions, dilemmas and directions – Ethical and governance imperatives for AI futures in education  

113

Care receiving: Responsiveness
Responsiveness focuses on how those 
receiving care experience it, asking 
whether their needs have truly been met. It 
distinguishes ethical care from merely well-
intentioned action by requiring ongoing 
attentiveness, feedback and adaptation.

In AIED, responsiveness is perhaps the 
most underdeveloped dimension of ethics. 
While existing frameworks often emphasize 
fairness, transparency or accountability 
during design and deployment (Weber, 
2020; Holmes et al., 2019), they rarely 
consider whether systems remain ethical 
in practice, or how they evolve in response 
to users over time. Where feedback 
mechanisms exist, they are often superficial, 
one-off or entirely absent, particularly 
regarding ethical performance.

One barrier here is the reliance on abstract, 
universal AI ethics principles, such as 
fairness or trust, whose meaning changes 
across educational, cultural and social 
contexts. From a care ethics perspective, this 
highlights the need for ethical reflection to 
be situated in the lived realities of learners 
and educators, rather than anchored in 
generalized ideals.

A further issue is the tendency to treat AIED 
systems as fixed artefacts that are deployed, 
evaluated and left unchanged, rather than 
as ‘living infrastructures’ that should grow 
in dialogue with those they serve. Genuine 
responsiveness requires sustainable, 
embedded feedback mechanisms that 
empower users to surface concerns, provide 
insights and help shape system updates.

OLMs yet again offer a promising model 
of embedded responsiveness. By allowing 
learners to view, interpret and adjust how 
the system represents them, they support 
continuous, contextual feedback loops. 
Unlike top-down or isolated evaluations, 
interactions with OLMs are situated within 
everyday learning, allowing for real-time 

negotiation of meaning and intent. Such 
dynamic, user-centred mechanisms mark a 
shift from uni-directional interventions (and 
their evaluations), where AI acts upon the 
learner, to a more reciprocal relationship, 
where systems learn from and can be 
modified by those they aim to support.

Although responsiveness remains the least 
developed of Tronto’s phases within AIED, 
emerging practices like OLMs point towards 
a future in which learners and educators are 
not just recipients of automated care, but 
active participants in shaping how care is 
delivered and sustained.

Discussion and conclusions

This think piece has explored the ethics 
of care in AIED, using Tronto’s framework 
to surface often-overlooked dimensions 
of ethical practice. Three interrelated 
areas emerge as priorities for building 
and sustaining responsible AI in and for 
education, each requiring coordinated 
action across the polycentric AIED 
ecosystem.

First, policy must shift from abstract ethical 
principles to context-sensitive, actionable 
definitions. Current ethical AI frameworks, 
whether in strategy documents, guidelines 
or regulations, tend to generalize concepts 
such as ‘fairness’ or ‘accountability’ without 
specifying what they mean in diverse 
educational contexts. A care-informed 
approach urges policy-makers to move 
beyond static values and instead support 
ethics that are co-produced, situated and 
responsive. For example, fairness might 
be meaningfully enacted by requiring that 
AI systems be co-designed with teachers 
and students, equipped with mechanisms 
for local oversight, and evaluated for 
their impact on historically marginalized 
groups. Crucially, this shift also demands 
reconsideration of the technical design 
of AI systems. For instance, systems 
should enable forms of user control and 
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negotiation, such as those offered by OLMs, 
that embed ethics into everyday practice. 
While the importance of contextualized 
ethics has been noted (Holmes and 
Porayska-Pomsta, 2023), the ethics of care 
highlights ongoing gaps in how such 
principles are enacted. It exposes the 
limitations of generalized ethical constructs 
and highlights the need for ethical 
frameworks that reflect the relational and 
situated realities of those most impacted by 
AIED: learners and educators.

Second, funding models must prioritize 
sustainable, ecosystemic approaches 
across the full AIED life cycle. Rather than 
supporting isolated pilot projects, funders 
(public and private) should enable long-
term relationships between developers, 
educators and communities. This 
includes investments in ongoing teacher 
professional development, iterative co-
design grounded in real-world use, and 
accountability structures for identifying 
and responding to unintended harms over 
time. Although participatory design has 
a presence in educational technology, it 
is often tokenistic in AIED, ending at the 
deployment or prototype stage. Research 
on OLMs, seen through the lens of care 
ethics, offers an alternative: one where 
all stakeholders are viewed as integral 
to sustainable and responsive AIED. This 
model departs from dominant AI paradigms 
focused on autonomous prediction and 
prescription, and instead supports systems 
that collaborate with users, negotiating 
predictions and co-shaping interventions. 
Such models also offer a compelling way 
to rethink governance: while regulation 
remains essential, it is often too slow to 
keep pace with innovation. Open and 
cooperative models provide more agile and 
responsive infrastructures for distributing 
ethical responsibility, resonating with Elinor 
Ostrom’s (1990) vision of commons-based 
governance.

Third, new competencies are required to 
sustain these care-based, participatory 
ecosystems. Frameworks like UNESCO’s 
(Miao and Cukurova, 2024) emphasize 
collaborative partnerships and recognise 
that the skills needed for ethical, 
participatory engagement with AI are 
learnable. Care ethics positions these 
competencies not as optional but as 
foundational. As responsibility and decision-
making become more distributed, and as 
AI systems become increasingly adaptive, 
educators, learners and other stakeholders 
must be equipped not only to collaborate 
with each other but also to interact 
meaningfully with AI systems themselves. 
This includes understanding how systems 
work, how to question or modify them, and 
how to participate in their evolution over 
time.

Ethical reflection in AIED must begin 
not with the technology itself, but with 
the people, relationships and contexts 
that education is meant to support. By 
virtue of being centred on attentiveness, 
responsibility, competence and 
responsiveness, Tronto’s ethics of care offers 
a relational alternative to compliance-based 
models by emphasizing lived experience 
and shared accountability. Rather than 
retrofitting ethics after deployment, we 
advocate for care-informed design from the 
outset, using context-aware, participatory 
and technical approaches that embed 
ethical reflection into AI systems and 
that allow adjustment to individual and 
contextual needs. Open AI models, such as 
OLMs, exemplify how care and responsibility 
can be built into the fabric of AIED, enabling 
more adaptive, transparent and inclusive 
systems. Viewed through this lens, AIED can 
be reimagined as a ‘commons’ that are co-
created, co-governed and sustained through 
collaborative care. 
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Artificial intelligence and governing education: Rethinking 
democratic action, resistance and participation
Kalervo N. Gulson and Sam Sellar

‘We have been assimilated, all too 
willingly, and there is probably no 
going back.’

Paul Edwards (2018)

In 2022, we published a book, Algorithms 
of Education: How Datafication and Artificial 
Intelligence Shape Policy (Gulson et al., 2022), 
in which we speculated on how AI would 
shape the future governance of education. 
Now, a short three years later, we find that 
many of our speculations have come to pass. 
We are getting a clear sense of what kinds 
of educational worlds, and what kinds of 
governing truths, are being created through 
AI. Alongside these new worlds and truths, 
substantial new challenges to democratic 
action and resistance are also being posed. 

Our book, written prior to the release of 
ChatGPT and the ubiquity of foundational 
models and generative AI (GenAI), outlined 
what we thought would become an emerging 
synthesis of humans and machines in 
education policy and governance. We termed 
this emerging phenomenon ‘synthetic 
governance’ to describe how a technology 
like AI enters a mutually constitutive 
relationship with social actions and cultural 
values (Mackenzie, 2022). We proposed 
that synthetic governance is not human 
or machine governance, but human and 
machine governance, arising from ‘conjunctive 
syntheses’ (Deleuze and Guattari, 1983) that 
bring together and integrate data-driven 
human and computational rationalities. Our 
contention was that synthetic governance is 
an amalgamation of human classifications, 
rationalities, values and calculative practices 
with new non-human political rationalities 

embedded in algorithms, data infrastructures 
and AI, and it is changing how we think and 
govern. 

At the time of publication, our interest was 
in how AI was being used in some early-
stage EdTech products, as part of digital 
infrastructures, and in the work of data 
scientists employed by education systems. 
However, AI was not widely used at all in 
education governance, and our empirical 
examples of synthetic governance were thin 
on empirical detail. We speculated that we 
would see further intensification of this form 
of governance. However, we certainly did not 
predict just how quickly some things would 
change and we now have a much better 
sense of the challenges to democratic action 
and resistance that AI brings to education 
governance.

First, the relationship between AI and 
expertise is changing. While we had studied 
how AI was being used in policy and 
governance, we found that this required 
specialist expertise and intra-organizational 
cultural shifts in the types of expertise that 
were required and valued (for example, data 
science). We observed government education 
departments employing data scientists, and 
hence importing knowledge about using AI, 
adding an additional dimension to historically 
embedded statistical management of 
education and the professional judgement 
of educators (Sellar and Gulson, 2021). We 
anticipated that this expertise was going to be 
key to understanding how AI shaped future 
practices of governing. What we have seen 
with the advent of foundation models and 
GenAI, like ChatGPT, is a dispersal of expertise 
about the use of AI in governance through the 
extensive integration of AI into all areas from 
teaching and learning to administration. For 
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example, GenAI is being incorporated into 
management platforms, which in education 
includes bundles of products and services 
relating to student information systems and 
learning management systems. When GenAI 
is used here it includes activities such as 
drafting emails, reports and public relations 
materials. Another still understudied area is 
how GenAI is being used as a recommender 
system, such as providing advice for school 
leadership teams or education systems. 
Importantly, the accessibility of GenAI (that 
is, not requiring users to have any special 
expertise in data science or programming) 
allows a combination of evidence and natural 
language prompts to be used in decision-
making. This includes instances where student 
data can be used to prompt ChatGPT to assist 
students with selecting elective courses (Chiu, 
2024). This development forces us to rethink 
our earlier notion that new kinds of expertise 
are needed in education to implement AI 
effectively. 

Second, AI now exhibits some interesting 
similarities to cognitive dynamics associated 
with human thinking. For example, GenAI 
produces text and images that have no 
reference point in human knowledge, 
vernacularly described as ‘hallucinations’, with 
evidence emerging of the implications of 
these processes for the public sector (Cantens, 
2025), including creating false references 
that can undermine trust in decision-making 
in education. We saw such an instance 
in Alaska, when an official from the state 
education department used GenAI to create 
a policy document on banning the use of 
mobile phones. It transpired that many of the 
citations in the document either did not exist 
or were not relevant to the policy context 
(Fisher Phillips, 2024). In this case, while GenAI 
created new text in the form of citations, it 
did not create legitimate new knowledge. The 
hallucinations produced by the system are 
offered as valid outputs given the parameters 
of the system. Here, the use of GenAI must be 
understood from the perspective that there 

‘are new digitized power/knowledges, new 
truth regimes constructed by the impeccable 
logic of algorithms, a logic that has become 
abstractized and riven from human realities’ 
(Henman, 2020, p. 25). This logic introduces 
a ‘radical otherness’ that is created when 
‘machine-built systems use machine logic, not 
human logic’ (Edwards, 2018, p.23). 

Third, and connected to the point above, is 
the role technology companies play to enable 
integration of AI across public services like 
education. Access to GenAI is provided in 
various ways from subscription models to 
freely available versions, and this includes 
systems in which a commercial AI model is 
procured, and the company modifies it on 
behalf of an educational user (Jones, 2023). 
Over the past decade, especially after the 
Covid pandemic, there have been growing 
concerns about the role of technology 
companies in education (Williamson and 
Hogan, 2020). These concerns are exacerbated 
by new forms of AI and we must consider 
technology companies as no longer being 
just product and service providers; these 
companies are now part of the infrastructure 
of governing education itself through 
inter-organizational relationships that 
fundamentally shape the problems and 
solutions that drive the design and use 
of EdTech products and services. What is 
becoming evident is that AI use in public 
service platforms, such as Amazon Web 
Services, exacerbates existing dependencies 
on single proprietary sources of infrastructure 
and information (Plantin et al., 2016).

We suggest that all three of these dynamics 
point to the ways the introduction of AI, and 
the changes to governance and education, 
demand that we rethink democratic action, 
resistance and participation in education. In 
what follows, we outline some possible policy 
responses. 

First, better regulation of AI is a necessary yet 
insufficient response, and future regulatory 
developments must consider the specificities 
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of education. Current regulation largely 
presuppose that AI can be used in education 
towards socially progressive ends by utilizing 
existing policy instruments and governance 
mechanisms. Yet, aside from some examples 
such as the Council of Europe’s work on 
regulating AI, there is an absence of work 
focusing on the values of education. This is a 
space where we need to think more broadly 
about regulation as producing new values 
and not just managing risk. That is, new policy 
and regulation must move beyond setting 
boundaries on how existing technologies 
can be used and instead create conditions 
for collaborative and creative engagement 
with new technological developments. This 
will involve expanding the network of those 
included in deciding what kinds of AI and 
EdTech are desirable and possible. As Arathi 
Sriprakash and colleagues (2025) propose, it 
is ‘time for engaged, collaborative research 
in partnership with activists, educators and 
academics who are already challenging 
extractive imaginaries of sociodigital futures 
in education and opening up alternatives’ (p. 
563).

Second, democratic resistance is being 
impeded by the embeddedness of technology 
companies in governance infrastructures. 
Decisions are made by technology companies 
with little to no oversight from user 
organisations like education departments 
and schools. For example, in June 2025 
Google embedded thirty new AI tools into 
Google Classroom without explanation of 
purpose, or asking if these tools were desired 
by schools and educators (Dougherty, 2025). 
The deeper technology companies reach into 
the management of everyday life, public and 
private, the more challenging it becomes to 
shape technology for democratic purposes. 
Indeed, we may require policy action that, 
somewhat paradoxically, takes the form of 
what Blair Attard-Frost (2023) calls ‘counter-
governance’. That is, a strategy that refuses and 
reorients AI governance through a focus on 
power and organization rather than merely 

more democratic and ethical designs and 
uses of AI. Counter-governance of AI involves 
movements that ‘primarily direct organized, 
collective, community-led opposition against 
the underlying political and economic systems 
that are constitutive of “AI,” rather than 
intervening in the design of the technology 
itself’ (Attard-Frost, 2023). Examples of 
counter-governance in practice include 
community-led audits of AI acts in Canada, 
including public dissemination in the form of 
reports, roundtables, media work and freedom 
of information (Attard-Frost, 2023).

Third, we need policy-making to be informed 
by new theories of democracy, or at the least 
we need to rethink our current participatory 
and deliberative democratic forms, to deal 
with the new dynamics created by machine-
human syntheses. This requires thinking 
about democracy in terms of not only 
competing values but also radical otherness 
and incommensurate logics that are meshed 
in human-focused applications. This will 
involve experimenting with how to engage 
with non-human actors like AI in governing 
education. We do have conceptual precedents 
here, such as work in the field of law that has 
considered the role of non-human actors 
such as rivers. One political option is to fully 
embrace possibilities for co-creating socio-
technical simulations of more democratic 
approaches to governing. For some, these 
opportunities will be uncomfortable because 
they unsettle human thinking and values. 
But the premise of these approaches would 
be that the capabilities of AI can combine 
with human analytical skills to create new 
kinds of foresight for governing AI. However, 
as is already becoming evident in the use 
of machine learning to create synthetic 
datasets, using AI always carries with it the 
risk of further entrenching inequities while 
not generating any useful cognitive or 
administrative advantages (Lee et al., 2025). As 
such, any new forms of democratic thinking 
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will need to forge new methods of engaging 
with AI to produce different possibilities for 
technological change.
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7. 	Confronting coded inequalities in education
Ensuring inclusive, contextualized AI in education: 
Considerations towards a roadmap
Vukosi Marivate, Nombuyiselo Caroline Zondi and Baphumelele Masikisiki

Introduction: The shifting demands 
on teachers

Oh, what we ask of our teachers today. They 
are expected to nurture the very young, 
inspire restless teenagers, and serve both as 
subject experts and guides through a complex 
world. In societies still grappling with historical 
and ongoing inequalities, they must confront 
systemic failures while helping students 
imagine better futures. And now, layered 
onto these demands, is the quiet but growing 
presence of AI in the classroom. Smartboards 
sit largely unused (Van der Walt, 2024); AI tools 
arrive faster than teachers or learners can fully 
grasp their implications. Students explore 
these tools with curiosity, while teachers 
often navigating unfamiliar digital terrain 
must make sense of AI’s promises, pitfalls and 
unknowns. How should learners responsibly 
engage with AI? How should teachers balance 
opportunity with caution? This think piece 
explores these dilemmas, reflecting on the 
challenges and possibilities within South 
Africa’s education system and drawing 
connections to broader global concerns. We 
propose key considerations rather than a 
definitive roadmap for equitable and context-
sensitive AI integration.

Understanding AI in education

AI refers to computer systems that can 
perform tasks that usually require human 
intelligence, such as recognizing patterns, 
making decisions or solving problems. A 
specific type of AI, called large language 
models (LLMs), are trained on massive 
volumes of text to process and generate 
human-like language. They can assist 

with essay grading, personalized tutoring 
or administrative tasks. These tools offer 
new ways to support learning but also 
present significant challenges (Abumusab, 
2024; Wang et al., 2024). Many African 
communities have been left out of how 
these technologies are designed and 
developed. This exclusion leads to cultural 
gaps, gender gaps and ethical concerns, 
which are aggravated by practical barriers, 
including poor infrastructure and limited 
internet access. We believe AI can contribute 
to more inclusive education systems but 
only if local knowledge is integrated, cross-
sector expertise is mobilized, and enabling 
conditions like electricity and connectivity 
are established.

AI in assessment: Promise and 
precautions

One of the most immediate uses of AI 
in education is in aiding assessment. 
Essay grading remains labour-intensive, 
inconsistent and often subjective. Research 
at a South African university shows how AI-
driven scoring models can help (Twabu and 
Nakene-Mginqui, 2024). In a comparative 
study with physiology instructors, AI-
generated scores and accompanying textual 
justifications led nearly half of the instructors 
to revise their original grades (Masikisiki et 
al., 2024). This suggests that, if well-designed, 
AI can improve grading consistency. It can 
also accelerate feedback loops, allowing 
students to revise and improve their work 
more quickly.
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However, AI cannot solve assessment 
challenges alone. When trained on superficial 
features like essay length, models may 
reward verbosity over quality. To prevent this, 
researchers develop rubrics with educators 
and train AI systems to assess coherence, 
reasoning and content depth. ‘Penetration 
testing’ further checks model reliability by 
feeding low-quality essays to confirm that 
longer responses are not unfairly rewarded. 
Still, human-in-the-loop systems are vital. 
Teachers regularly review AI-marked essays 
to ensure alignment with educational values 
and disciplinary expectations.

Beyond grading: Supporting learning 
in marginalized contexts

AI tutoring tools can support personalized 
learning by identifying misconceptions, 
suggesting resources or adjusting lesson 
difficulty. This can be valuable in under-
resourced schools where human support is 
limited. But if introduced without concurrent 
investments in digital literacy, devices 
and connectivity, such tools may deepen 
educational inequities. AI implementation 
must include teacher training and equitable 
technology access. This is especially urgent 
in schools that experience frequent power 
outages or lack adequate hardware. 

Multilingual classrooms and the limits 
of text-based AI

In South African classrooms, learning is 
multilingual, cultural and interactive. Teachers 
draw on songs, play and oral traditions to 
nurture curiosity. Text-centric AI tools risk 
ignoring this richness. A Zulu-speaking 
learner may convey meaning through 
poetry or gesture forms that standard AI 
systems cannot interpret. Ignoring these 
expressions marginalizes non-Western ways 
of knowing and reduces learning to a narrow, 
standardized metric.

To avoid this, AI must evolve beyond 
mere translation. Models should be 
designed to understand multiple modes of 
communication, especially in indigenous 
contexts. This requires co-design with 
teachers, language experts and community 
members who understand local education 
practices. Participatory workshops where 
learners, storytellers and educators share oral 
histories and cultural practices can inform 
training data for AI tools rooted in community 
knowledge. Further, we need to understand 
deeply embedded biases in LLMs. Recent 
work focused on a context in India highlights 
gender biases that result from different stages 
of building LLMs (Aneja et al., 2025). 

Language, vocabulary and epistemic 
exclusion

AI systems trained primarily on English fail 
to support the many African learners who 
use indigenous languages daily. Vocabulary 
development is foundational to literacy, yet 
African languages often lack age-appropriate 
word lists, corpora or digital tools. This is 
not merely a technical gap, it is an epistemic 
crisis. When languages are undocumented, 
they are excluded from AI training. This 
reinforces inequality: well-documented 
languages become ‘AI-ready’, while others 
remain invisible.

Moreover, the structure of African languages 
is often agglutinative and tonal, and this 
confuses English-trained tokenizers. A single 
word in isiXhosa may carry as much meaning 
as an entire sentence in English. Without 
linguistically appropriate tools, AI systems 
misinterpret or invalidate learners’ responses, 
marking correct expressions as wrong and 
reinforcing deficit views of learners.

To address this, communities must build 
indigenous language corpora, design 
linguistically appropriate tokenizers, and 
ensure collaboration between AI developers, 
teachers and linguists. Projects such as 
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Masakhane¹13are already taking these steps 
by developing open datasets and models for 
African languages.

Grounded innovation: Local projects 
leading change

In South Africa, the Data Science for Social 
Impact (DSFSI) Lab at the University of Pretoria 
offers an inspiring example of community-
rooted innovation. DSFSI collaborates with 
linguists, educators and technologists to 
build localised, culturally relevant content 
and reading tools. An example of one of the 
projects is that of automated grading for 
medical students, developed in tandem with 
professors and which takes into account local 
contexts and needs. 

Transparency, ethics and governance

Many AI systems function as black boxes, 
making decisions without transparency. In 
education, this is unacceptable. Teachers 
must understand how AI arrives at 
conclusions, particularly in assessment. 
Interpretability layers that explain which 
phrases influenced a grade allow educators 
to review and override decisions. Human 
oversight is essential not just for trust, but to 
prevent harm.

We must also establish ethical frameworks 
for data use. Historically, education data 
collection in Africa has been extractive. 
Community data trusts with locally 
governed repositories can offer a more 
equitable model. Universities and legal 
clinics can support these efforts by 
developing fair-use policies and ensuring 
data is not repurposed without informed 
consent.

1.	  See https://www.masakhane.io

Global relevance through local 
insight

While rooted in the South African 
experience, the lessons shared here 
resonate globally. Indigenous, multilingual 
and underserved communities worldwide 
face similar exclusion from AI development. 
By emphasizing linguistic diversity, cultural 
expression and equitable access, we offer 
principles that can inform AI integration in 
any context striving for justice.

Key considerations for equitable AI in 
education

1.	 Centre local voices: Empower educators, 
learners and communities to co-create AI 
tools that reflect their contexts.

2.	 Maintain human oversight: Design 
interpretable systems and retain teacher 
judgement in AI-assisted decisions.

3.	 Invest in infrastructure and collaboration: 
Support offline-compatible tools, 
transdisciplinary partnerships and 
grassroots-led innovation.

Conclusion: Optimism with 
accountability

We remain cautiously optimistic about 
AI’s potential in education but only if its 
development centres equity, humility and local 
knowledge. When teachers shape the tools, 
when learners see their languages reflected, 
and when communities govern their own data, 
AI becomes a tool for empowerment rather 
than erasure. The goal is not to build perfect 
systems, but to build participatory ones. The 
future of AI in education must echo the plurality 
of its learners, their tongues, their stories and 
their right to be heard.
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From compliance to creativity: Reimagining AI in young 
women’s learning
Kiran Bhatia and Payal Arora

This think piece advocates for a 
paradigmatic shift from paternalistic, risk-
centric approaches to AI in education to 
feminist, culturally grounded frameworks 
that prioritize creativity, autonomy and 
joy in the learning experiences of young 
women. Grounded in qualitative research 
and participatory workshops in India and 
Brazil, this article elucidates the ways in 
which young women tactically deploy AI 
technologies to enhance their everyday and 
informal learning. While giving fair weight 
to the risks and harms associated with AI – 
including gender bias, surveillance, violence 
and exclusion – this piece contends that 
current discourses often obscure women’s 
agency and innovation, cultivating a fear-
based approach to digital literacies, policies 
and design practices when targeting young 
women. By placing positive and joyful 
digital experiences at the centre, we argue 
for a reclaiming of digital educational spaces 
by focusing on motivational approaches for 
women and girls. This demands building 
and sustaining digital freedoms by placing 
the responsibility on instead of curtailing 
bad actors. An inclusive, intersectional 
and gender-responsive approach to AI 
integration in education thereby recognizes 
the need for playful, personalized and 
emotionally attuned engagement with 
technology.

AI and learning risks in the Global 
South

‘Does AI cause more harm than good 
in schools,’ asks a technology learning 
Malaysian professor, Nurkhamimi Zainuddin, 
as he suggests for ‘halting AI adoption 
until comprehensive legislation safeguards 
against risks’ (Zainuddin, 2024). He is not 
alone in the global education space, with 

calls from policy-makers to educationists 
increasing to contain, curb and control AI in 
the classroom. Caution is the sentiment of 
today. As AI systems become increasingly 
integrated into educational infrastructures, 
a dominant discourse of moral panic 
has emerged (Sidorkin, 2025), which is 
characterized by fear of algorithmic harm, 
misinformation and declining academic 
integrity. AI in education is increasingly 
perceived as a threat to learning and 
assessment, with growing concerns that 
its use undermines academic integrity 
(Currie 2023), devalues critical thinking 
(Scribelli and Stevens, 2024) and facilitates 
plagiarism (Hutson, 2024) – concerns that 
have led to bans and restrictive policies 
across educational systems (Johnson, 
2023; Bernstein, 2023). These anxieties are 
magnified around fears of misinformation 
and disinformation, especially on the ‘moral’ 
content around school curricula (Melo-
Pfeifer and Dedecek Gertz, 2023). 

Across policy contexts, this discourse is 
shaping restrictive interventions, including 
within the Global South, where the 
stakes of digital engagement are already 
heightened by systemic inequalities. 
Well-intentioned efforts to protect youth 
often result in technocratic solutions 
that prioritize deterrence, restriction and 
control, disproportionately impacting on 
women (Arora, 2024). This is especially 
acute in regions where patriarchal norms 
and infrastructural inequities already curtail 
access to digital tools. For marginalized 
groups, particularly young women, AI’s 
integration into education is viewed as 
deepening existing digital and gender 
divides. Muayyad Ahmad et al. (2024) 
conducted a large-scale survey among 
Asian and African participants from eleven 
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countries, revealing that women are 
more likely than men to worry about data 
protection and the moral effects of AI use, 
which leads to less use of AI technologies 
by young women in education. While 
these concerns are understandable, recent 
scholarship also reveals that if these tools 
are used constructively and thoughtfully, 
they can bring more equitable and 
personalized learning in our everyday 
learning, and those most marginalized may 
be at the forefront of these benefits (Peters 
and Tukdeo, 2024). 

Beyond risk-aversion in AI and 
education

We need to shift our emphasis from 
restrictive to more enabling approaches 
by encouraging the co-design of new 
learning systems that better integrate AI 
tools in ways that work for young people, 
especially young women and other 
systemically disadvantaged groups. It is 
essential to move the conversation from 
compliance to creativity, from paternalism 
to partnership. Drawing on empirical data 
and grounded narratives, we highlight how 
young women are not passive recipients of 
technological harms but active agents who 
creatively negotiate AI systems to serve their 
educational, emotional and aspirational 
needs (Sebastian et al., 2024). We advocate 
for educational frameworks that do not 
merely mitigate risk but actively enable 
them to thrive in digital ecosystems. 

Reframing the narrative: From harm 
mitigation to enabling agency

The prevailing binary in AI discourse – safety 
versus freedom – creates a false dichotomy. 
For many women and girls, particularly 
those in under-resourced contexts (Bhatia, 
2024), digital safety is not something 
imposed by institutional actors; it is 
practised daily through tactical strategies 
and emotional labour. These actors employ 

creative, low-tech interventions, such as 
pseudonymous profiles, shared device use, 
time-shifted engagement and encryption, 
to protect themselves while pursuing 
learning goals (Bhatia et al. 2021). In this 
context, digital safety and digital agency are 
co-constitutive.

A UNHCR project in Brazil with young 
refugee women reveals that their dominant 
motivations for getting and staying online 
and using AI-enabled platforms was for 
playful purposes – creating and sharing 
humorous memes, building eyebrow 
tutorials on YouTube, and playing with 
their visual profiles when seeking social 
connection (UNHCR, 2023). Many women 
wanted to educate others about their plight, 
their passions and their struggles, and saw 
these tools as essential to gain an audience 
for their storytelling. These engagements 
extend beyond formal curricula, challenging 
the notion that standardized, linear 
education systems can adequately capture 
the diverse driving factors for such learners. 
These demographics are constructing plural, 
playful and polymodal learning experiences, 
including with AI (Zheng and Han, 2024) – 
not despite systemic constraints, but often 
in defiance of them.

Case study: Tarishri and the role of AI 
in everyday learning

Our fieldwork in India (Bhatia et al., 
2021) demonstrates that young women 
are reimagining new digital tools as 
allies in personal growth, circumventing 
limitations imposed by both technology 
infrastructure and social norms. In 
early 2024, we encountered Tarishri, an 
18-year-old student living in a low-income 
settlement in Mumbai. Despite economic 
precarity, she had access to a smartphone 
and used ChatGPT extensively as a 
personalized learning companion. Her case 
is emblematic of how young women are 
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deploying generative AI tools to transcend 
the limitations of their educational 
environments (Herman and Payal, 2023).

Tarishri used ChatGPT not only to 
supplement her understanding of chemistry 
and biology but also to create customized 
tests, visualize complex processes and 
receive emotionally intelligent feedback. 
Her learning approach was hybrid, 
incorporating affect, play and critical 
thinking. She reported using different 
learning modes depending on her mood 
and cognitive capacity. For instance, on days 
of low concentration, she preferred visual 
diagrams; on high-focus days, she engaged 
in self-assessment quizzes. ChatGPT’s 
adaptability allowed her to move fluidly 
between these modes. As she explained,

‘When I think about how I use AI in 
learning, I get excited because it is 
not boring or fixed. I can change the 
style or approach any day based on 
my mood and even the vibe of the 
day. Some days I am competitive, 
and I want to see how much I know 
about study topics – take a test and 
get feedback. And some days, I just 
want to draw charts and diagrams 
and color them, like the different 
phases of the cell cycle. And I can do 
all of it simultaneously and based on 
my requirements with ChatGPT. And 
because it is so personal, some days 
when I am struggling to learn a topic, 
ChatGPT reminds me that maybe I 
am struggling because I fought with 
my friend in the morning, and so my 
mind is somewhere else.’

This example disrupts dominant narratives 
that associate AI with academic dishonesty 
or dependency. For Tarishri, the AI system 
did not replace learning; it enhanced 
it. More importantly, it respected her 
emotional tempo, cultural rhythms and 

personal aspirations. This illustrates the 
need for a broader definition of educational 
value – one that includes affective learning, 
cultural relevance and personalization 
(Bhatia et al., 2023).

Systemic barriers and the gendered 
digital divide

Many countries frame AI through the 
deficit lenses. In India, Nigeria, Kenya and 
beyond, educators and parents express 
heightened concern about girls misusing 
technology. These fears translate into 
punitive restrictions, moralistic gatekeeping 
(Johnson, 2023) and overemphasis on 
compliance. Often, boys are encouraged to 
use AI for upskilling and innovation, while 
girls are subjected to control and suspicion.

Statistical data from organizations such 
as GSMA and UNESCO corroborate these 
trends. As of 2025, 90 per cent of adolescent 
girls in low-income countries remain offline 
(Global Education Monitoring Report Team, 
2024), while their male peers are nearly 
twice as likely to access the internet. Women 
comprise only 35 per cent of STEM students 
globally, and a mere 26 per cent of the 
workforce in data and artificial intelligence 
(UNESCO, 2025). Such data points reflect not 
only access gaps but a systemic devaluation 
of women’s technological fluency.

This regulatory asymmetry reinforces 
structural inequality. It sends a clear 
message: that girls are at risk, while boys 
are innovators; that surveillance is safety; 
and that control is care. A feminist ethics of 
AI demands the opposite. It insists on trust, 
co-agency and design justice. 

Privacy, play and personalization in 
AI-enabled education

Our fieldwork and participatory workshops 
across the Global South underscore the 
ways in which women and girls actively 
engage in tactical negotiations of digital 

https://www.forbes.com/sites/ariannajohnson/2023/01/18/chatgpt-in-schools-heres-where-its-banned-and-how-it-could-potentially-help-students/
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privacy to sustain their educational 
aspirations. Within contexts of gendered 
surveillance and infrastructural limitations, 
these learners cultivate what can be 
described as vernacular digital literacies 
(Pathak-Shelat and Bhatia, 2024) – switching 
SIM cards, borrowing siblings’ devices, 
employing pseudonyms and leveraging 
encrypted platforms such as WhatsApp 
to engage in learning. These are not 
simply acts of circumvention; they are 
demonstrations of adaptive expertise, 
where privacy is not passively granted but 
tactically constructed.

Such practices are essential not only for 
maintaining access but also for fostering 
emotionally resonant and playful 
engagements with AI-enabled tools. 
When institutional constraints restrict 
formal learning opportunities, AI systems – 
particularly generative models like ChatGPT 
– become vital companions that facilitate 
polymodal, asynchronous and affect-driven 
educational experiences. Young women 
use these tools to simulate classroom-like 
feedback, create visual and interactive 
learning materials, and explore taboo 
or sensitive topics without fear of moral 
judgement or disciplinary repercussions.

Importantly, these engagements often 
exist outside sanctioned pedagogical 
structures. They allow learners to rehearse 
new identities, interrogate social norms 
and pursue curiosity-driven knowledge 
acquisition. AI is not merely a repository 
of information; it becomes a responsive 
interlocutor – attuned to the user’s 
emotions, time constraints and changing 
ability to focus or learn.

From a design and policy perspective, 
this necessitates a reorientation of how AI 
learning environments are conceptualized. 
Standardized, risk-centric protocols – 
centred on surveillance and compliance 

– fail to account for the nuanced ways 
that women and girls configure safety, 
autonomy and aspiration in digital spaces. 
To foster inclusive learning ecosystems, AI 
tools must embed customizable privacy 
controls, adaptive content flows, and 
localized, culturally relevant prompts. This 
includes features such as low-bandwidth 
access modes, narrative simulations, visual 
annotation tools and feedback mechanisms 
that are empathetic and non-punitive.

Ultimately, personalization and play are not 
peripheral to educational success; they are 
integral to it. For young women navigating 
AI in the Global South, these dimensions 
represent not indulgences but necessary 
affordances for meaningful, self-directed 
learning.

Policy and design implications:  
Co-creation as mandate

To create inclusive AI learning environments, 
systemic interventions must move from 
consultative tokenism to genuine co-design. 
This entails:

	� Engaging young women in iterative, 
participatory design cycles that value 
lived experience as expertise.

	� Ensuring platforms are optimized for 
intermittent access, low-bandwidth 
environments and shared device 
contexts.

	� Integrating localized content that reflects 
regional languages, cultural norms and 
hybrid educational models.

	� Moving beyond risk-centric frameworks 
to prioritize emotional safety, consent 
and contextual trust.

Such systems should not assume linear 
learning trajectories, individualized 
device ownership or homogeneous user 
needs. Instead, they must reflect the 
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complex intersectionality of gender, class, 
caste, geography and digital access. In 
doing so, they affirm that the futures of 
AI and education are not technological 
inevitabilities, but social contracts that must 
be co-authored.

Designing for desire and play 

Reimagining AI in education for young 
women requires a shift from protectionist 
paradigms to enabling ecosystems. 
While acknowledging the importance of 
addressing algorithmic bias, AI-enabled 
gender-based violence and structural 
exclusion, we emphasize that risk mitigation 
must not come at the cost of agency, joy 
and innovation.

By embracing design philosophies rooted 
in empathy, cultural sensitivity and play, 
we can build digital environments where 
women and girls learn not under constraint, 
but in community; not through fear, but 
through freedom. In doing so, we centre 
the feminist promise of AI: not as a threat 
to be managed, but as a tool to reimagine 
education itself.
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Conceptual clarity: The missing link in the implementation of 
AI technologies for inclusive education
Yuchen Wang

In 2024, we celebrated the 30th anniversary 
of the Salamanca statement (UNESCO, 
1994), a historical agreement that marked 
a global endeavour to ensure education 
is inclusive for all, regardless of learners’ 
backgrounds and differences. Despite the 
evident shift in the educational landscape 
due to progressive policies relating to 
equality, diversity and inclusion, the question 
of how to realize inclusive education in 
classrooms remains a pressing challenge. 
With the increasing interest in AI integration 
in education, often coupled with a promise to 
solve longstanding educational challenges, 
we must consider whether AI may and to 
what extent promote inclusivity in learning 
and teaching. Although there are some 
discussions about the relations between 
AI and inclusive education (Pagliara et al., 
2024), my observation is that insufficient 
understanding of what inclusive education 
means can lead to mistaken assumptions 
about the usefulness of AI technologies. I 
will draw on two examples of popular AI 
applications to illustrate my concern.

Assistive technology

The implementation of assistive technology 
is often presented as a key demonstrative 
example of AI’s role in supporting inclusive 
education (Samson and Pothong, 2025). 
Indeed, recent developments in AI have 
been advancing the performance of assistive 
technology impressively, and it is not my 
intention to dispute how the right kind 
of assistive technology can enhance lived 
experiences for many. However, what tends 
to be ignored is that the real-life context 
of learning and teaching, such as in an 
inclusive classroom, is complex, involving 
social, cultural and political factors that 

shape our decision-making over who 
learns what and how. The differences the 
deployment of any AI technology can make 
still largely depend on how the barriers in 
the learning environment are addressed, 
beyond supporting an individual learner’s 
specific functions. For instance, a student 
may benefit from having a new AI-powered 
wheelchair, which gives them better mobility 
control. Nevertheless, at school, they 
might still be expected to always stay at 
the front of a classroom near the entrance, 
while their peers have the choice to move 
between learning tasks and join friends. 
The introduction of the new technology has 
therefore not fully addressed the experiences 
of division and marginalization.

The main issue to note here is the startling 
similarity between a traditional special 
educational needs approach to supporting 
diversity and the current practice of 
technology deployment in the name 
of ‘inclusion’. Both approaches identify 
educational ‘difficulties’ within individuals, 
overlooking how social, cultural and political 
contexts give rise to the perceived difficulties. 
Both approaches overly focus on providing 
something special, extra or additional for the 
concerned individuals to mediate or fix their 
‘needs’, so they could fit into an intact and 
normative process of learning and teaching. 
New technologies like AI are frequently 
presented in such terms.

However, the special educational needs 
approach has long been critiqued for its 
limited impact on achieving inclusion 
(Florian, 2014). Research shows that to 
enact inclusive pedagogy, competent 
practitioners should consider extending 
what is generally available to all without 
marginalizing some, what values and beliefs 
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are at play, the dynamic interactions in a 
learning community and, importantly, the 
learners’ experiences (Florian and Beaton, 
2017; Florian and Black-Hawkins, 2011). While 
the need to integrate assistive technology 
appropriately into classroom practices was 
noted previously (Chambers, 2020; Magana, 
2019), I argue that it is particularly helpful 
for practitioners to reflect on its use through 
the lens of inclusive pedagogy. Assistive 
technology should not be perceived as a 
stand-alone solution beyond one type of 
specialist support, as inclusive learning and 
teaching will require much more significant 
pedagogical transformation.

Personalized tutoring systems

The other example of AI technology 
frequently brought up in discussions of 
inclusive education is the personalized 
tutoring system. It is not uncommon to 
hear remarks such as, ‘We’re at the cusp of 
using AI for probably the biggest positive 
transformation that education has ever seen 
… And the way we are going to do that is 
by giving every student on the planet an 
artificially intelligent but amazing personal 
tutor’ (Khan, 2023). Personalized tutoring 
systems are often uncritically assumed to 
be able to provide technical solutions to 
complex educational challenges, and the 
existing research, mostly focusing on the 
impact on academic performance, tends to 
support such an opportunistic view (Villegas-
Ch et al., 2025). However, the pedagogical 
beliefs underpinning this type of technology 
and its purposes – the intended and the 
served – have rarely been examined.

First, the assumption that personalized 
teaching is what we ultimately need to 
help diverse learners flourish cannot be 
isolated from the influence of individualism, 
particularly in Anglo-Eurocentric societies. 
Every individual, by being taught in a way 
tailored to their learning differences, may 
then achieve their full potential, and the role 

of personalized tutoring systems is often to 
track the learning trajectories of individuals 
to offer more differentiated prompts, 
tasks and guidance. While a personalized 
tutoring system may bring some benefits to 
learners in terms of academic progress, its 
overemphasis on the idea that ‘individuals 
learn by themselves and for themselves’ 
is a rather problematic interpretation of 
inclusive education. Research in the field 
of inclusive education, including my study 
on inclusive schooling in China (Wang, 
2021), confirms that the hugely important 
impact of inclusive education resides in 
relationships, collaboration and togetherness 
in a learning community. By participating in 
inclusive education, we are also experiencing 
something rather profound about us as 
humans – how to learn with and from 
each other, how to respect and celebrate 
differences, and how to live together in peace 
and harmony. The current implementation of 
personalized tutoring systems, which often 
literally place learners on isolated computer 
workstations, appears to add very little to the 
values of inclusive education.

Second, personalized tutoring systems tend 
to maintain the status quo of educational 
provision. For example, as pointed out in 
UNESCO’s (2021) AI and education: guidance 
for policy-makers, these tutoring systems 
are often developed with a pre-determined 
curriculum and sets of fixed objectives. Such 
design reinforces a restricted view of learning 
outcomes in contrast to the diverse range 
of interests, strengths and achievements 
we should recognize in our learners, and 
it potentially fuels a curriculum of limited 
relevance to their lives and concerns (such as 
an interest in decolonization). Furthermore, 
these tutoring systems work hand in hand 
with measuring and testing based on a bell-
curve model, maintaining competition and 
selection in education that will inevitably 
legitimize marginalization and the failure 
of some learners (Slee, 2011). Personalized 
tutoring systems appear to exist in their 
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apolitical vacuum, oblivious to opportunities 
for democratic changes in response to 
diversity.

Inclusion is an invitation

The global movement of inclusive education 
is a means to its very own end (Knight, 
2000). Human diversity, the differences 
between us, should make a difference to 
the progression of education. Inclusive 
education is an invitation to change, and 
it is a deeply ethical project (Slee and Tait, 
2022). There is no magical formula or quick 
fix – getting it right for our learners requires 
principled pedagogical actions and relentless 
negotiations. On the contrary, the ongoing 
AI integration in education often promotes 
the technology as a catch-all solution for 
all complex challenges, diverting us from 
developing a critical understanding of its 
wider impacts and implications (Knox et al., 
2019; Shi and Palenski, 2024). Unpacking the 
above examples of assistive technology and 
personalization sheds light on the limitations 
of AI technologies in initiating the substantial 
changes required to make inclusion a reality. 
The key problem is that the pedagogical 
beliefs underpinning the implementation 
of AI technologies are not aligned with the 
principles of inclusive education. Without 
tackling this gap promptly, we risk repeating 
rather than disrupting unhelpful approaches. 
As discussed above, the missing link is 
conceptual clarity.

It is beyond the capacity of this short 
paper to offer comprehensive guidance; 
nonetheless, the following action points may 
be considered to advance policy, practice 
and research:

	� Examine AI and inclusive education 
policies to review how key concepts are 
defined and to what extent a solutionist 
view of technology is reinforced. For 
instance, Scotland’s National Framework 

1.	  See a similar process led by the AIED Unplugged project in Brazil (Isotani et al., 2023).

for Inclusion (Scottish Universities 
Inclusion Group, 2022) is a useful example 
for guiding reflections about technology 
and exclusion.

	� Develop new research informed by the 
accumulated wealth of research insights 
in the field of inclusive education, 
such as when evaluating AI’s impact 
in classrooms and engaging AI-based 
pedagogical practice. Future research 
needs to foreground the views of 
learners, truly respecting their rights to 
be heard (Wang, 2023).

	� Ensure teachers’ meaningful participation 
in deciding what AI technologies are 
used and how, as we must value their 
indispensable role – the commitment, 
agency and creativity – in overcoming 
challenges to realize inclusive education. 
We should also consider how teacher 
education curricula may evolve to 
support student teachers and teachers’ 
critical use of AI technologies for 
inclusion.

	� Initiate collaborative and transdisciplinary 
working across traditional divides 
of disciplines and non-academic 
stakeholders to enable knowledge 
sharing about the nuances of the 
intersections between AI and inclusive 
education, and to co-create context-
sensitive roadmaps for transformative 
changes.¹14
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Inclusion or illusion? Rethinking AI for learners who are 
deaf or hard of hearing in under resourced settings (the 
Global South) 
Marloes Williams van Elswijk

We are living in an era where AI is 
increasingly positioned as the great 
equalizer of education. The potential of 
Artificial Intelligence in Education (AIED) 
for inclusive education is vast, especially 
for learners living in marginalized 
communities. Yet, as access to the internet 
and AI expands its footprints in classrooms 
and educational policy (African Union, 
2024; UNESCO, 2023; Marwala et al., 2023), 
a sobering question arises: can AIED truly 
deliver access to long-overdue equitable 
education for primary school learners who 
are Deaf or Hard of Hearing (DHH) in under 
resources settings? Or will it perpetuate 
and deepen exclusion under the guise of 
innovation?

In many cases, AIED tools are introduced 
faster than policy and guidelines can 
regulate (Giannini, 2023). Without 
addressing the long-standing gaps in 
teacher training, DHH inclusive curriculum 
development or linguistic access, AIED risks 
overlooking the unique and diverse needs 
of DHH learners. Community-led design and 
attention to intersectional barriers needs 
to be more than policy – it needs to be 
enacted.

Beyond one-size-fits-all: Diversity 
meets intersectionality

The term DHH represents a wide spectrum 
of identities, communication modes, 
preferences and learning needs. Some 
children identify culturally as Deaf and 
use national sign language(s). Others 
rely on spoken language and/or assistive 
technologies, such as hearing aids.

Adding to the diverse needs and 
preferences is the sometimes compounded 
issue of language deprivation, particularly 
for the 90 per cent to 95 per cent of DHH 
children who are born to hearing parents 
and who have lost their ability to hear 
at birth or prelingual age (Mitchell and 
Karchmer, 2004). A DHH child who has had 
very little language input needs different 
pedagogical and technological support than 
a DHH child exposed to a (sign) language-
rich environment early (Skotara et al., 2012; 
Hall et al., 2016). Simply put, the first needs 
to learn a language before literacy, while 
the latter requires instruction in a language 
of preference. Diverse language acquisition 
also impacts on executive functions of 
DHH children (Caselli et al., 2020). An AIED 
tool would need to be able to assess and 
adapt to these various needs in language 
acquisition. The diversity of needs is topped 
by the complexity of intersectionality, 
where factors such as socio-economic 
status, data poverty and gender further 
shape the experiences of DHH children and 
their access to education and digital tools 
(Male and Wodon, 2017). For example, girls 
in low-income countries are restricted or 
discouraged from using digital technology 
due to sociocultural values, roles and 
interests and are less likely to attend or 
finish primary education (UNICEF, 2021; 
Webb et al., 2020; World Bank, 2025). Hence, 
a DHH girl faces intersectional challenges to 
equitable education.

DHH learners cannot be served by a one-
size-fits-all solution. Inclusive AIED must 
begin by asking what works for whom, 
under which conditions and in what 
languages or modalities. Human-centred 
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AIED can bridge the educational divides, 
if shaped with these diverse layers and 
communities in mind.

Global push, local challenges

Misconceptions about hearing loss and 
education are deeply embedded within the 
layers of educational systems. For example, 
professionals still deem DHH learners 
depending on sign language in an inclusive 
setting as linguistically and socially isolated 
(De Meulder, 2025). Universal Design for 
Learning (UDL), a multimodal approach 
often used to include all learners, does not 
always include the structures for dual-
language exposure or culturally grounded 
teaching approaches that DHH learners 
need (Hall et al., 2019; Humphries et al., 
2012). Captioning, as well as the possibility 
of augmented reality (AR) glasses to deliver 
supplementary information to learners 
(Zhang et al., 2024), has shown to improve 
vocabulary and incidental learning (Teng, 
2019). The challenge there is accuracy: 
background noise, fast speaking or 
dialects that could alter words, resulting in 
misinterpretation or confusion. For example, 
the letter ‘T’ could be spelled as ‘Tea’ in 
captions. Many promising innovations 
are being put forward to improve access 
to education for marginalized learners; 
however, the educational needs of DHH 
learners are often still underestimated.

Community-led development, nevertheless, 
does show positive progress. A user study 
with sixteen DHH participants showed 
that they perceived conversations with 
AI persona who had DHH education 
experiences to be more human-like and 
trustworthy (Cheng et al., 2024). They could 
relate more to the AI persona with cultural 
knowledge of DHH communities. This 
shows that AIED tools designed with the 
DHH community rather than for them, are 
more promising. Inclusion should not be 
a retrofitted feature. It must be an original 

design principle, embedded in how funds 
are allocated, and how AIED systems are 
conceived, trained, tested and governed 
(Desai et al., 2024).

Yet, inclusion is not reached through AIED 
alone. AIED cannot replace the need for 
trained emphatic teachers. It cannot fix 
under-resourced schools. It cannot on 
its own remedy the lack of culturally and 
linguistically appropriate curricula for DHH 
learners. When treated as a shortcut, AIED 
risks masking these systematic gaps.

Techno solutionism

In the rush to deploy AIED, policy-makers 
may equate the presence of technology 
with progress, mistaking accessibility for 
full inclusion. The belief that complex social 
challenges, like educational inequality, can 
be solved through technical fixes alone is 
one-sided. Without complementary and 
appropriate classroom support, AIED can 
become performative, serving more to 
check accessibility boxes than genuinely 
support learning. It may reduce the urgency 
for actual system change. To ensure true 
inclusion and to maximize its potential, 
AIED must be integrated as an add-on, 
prioritizing the needs of those it serves.

A call to action

Community-led design mirroring the diverse 
layers of hearing loss

	� Fund AIED projects that include DHH 
professionals in the design, pre-deployment 
and evaluation process.

Multimodal, multilingual

	� Prioritize visual-spatial AIED that integrates 
indigenous (sign) language.

Layering AIED with human support

	� Use as an add-on, not a replacement.

	� Blend with DHH pedagogical methods and 
epistemology.
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	� Invest in system change, alongside 
innovation.

Conclusion

AI is not inherently inclusive; it mirrors 
the values and priorities of those who 
fund it, invest in it, build it and train it. 
Let us make AIED in DDH education truly 
human-centred, genuinely equitable 
and meaningfully accessible by taking 
deliberate, inclusive action at every stage – 
from funding to implementation, and from 
design to evaluation.
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8. 	Reimagining AI in education policy: Evidence and

geopolitical realities

Human and machine: Policy implications of emerging AI 
capabilities
George Siemens

Evidence is accumulating about the 
transformative capabilities of AI for 
humanity. AI competes in the domain 
of human cognition (Siemens et al., 
2022), often exceeding human-level 
performance. The capabilities are not 
limited to only knowledge tasks. Katja 
Schlegel et al. (2025) find that AI can 
outperform humans on emotional 
intelligence tests. In medical diagnosis, 
AI is already outperforming human 
doctors and offers the prospect of 
personalized medicine (Nori et al., 2025). 
Michael Heinz et al. (2025) share early 
evidence that AI can offer human-level 
therapy support. The complexity and 
sophistication of today’s neural networks 
goes beyond simply generating novel 
text, video, images and audio, and may 
lead to deeper understanding of human 
cognition and the human brain (Binz 
et al., 2025). While these represent a 
sampling of early research outputs and 
clarity will come over time as additional 
studies are conducted, a message is 
emerging: AI, with a range of ethical 
and humanistic concerns, has the pure 
cognitive capability to augment human 
cognition and, in some instances, to 
outperform humans. 

AI is a technology that marks a departure 
from the ones that have defined and 
shaped human history. While there 
are various types of intelligence that 
are expressed in plant and animal 
kingdoms (Bridle, 2022), humanity has 

summited reasoning, planning and logic. 
The current trajectory of AI’s progress 
challenges that cognitive supremacy. In 
some domains, AI pushes humanity to the 
side as an observer, rather than an active 
decider, in rapidly evolving and complex 
landscapes (Johnson et al., 2013). 

AI and education

How AI impacts on traditional teaching 
and learning practices is still not clear. 
Some reports suggest that the change 
will be significant, enabling learners to 
vastly outperform the existing standards 
of academic performance (De Simone et 
al., 2025). Recent pre-prints suggest that 
AI may harm certain learning activities, 
such as essay writing (Kosmyna et al., 
2025). More moderate conclusions 
indicate that students may learn to rely 
on, rather than learn from, AI (Darvishi 
et al., 2024). Additionally, knowledge 
processes, such as complex problem 
solving, may benefit significantly from AI 
(Joksimovic et al., 2023). The uncertain 
research evidence of impact presents 
educators and researchers with a range 
of practical and ethical questions 
regarding development, adoption and 
deployment of AI (Bond et al., 2024), 
including concerns of reinforcing 
existing stereotypes and gender bias. 

Skills and mindsets are also still being 
determined in order to succeed in the 
future workforce (National Academies 
of Sciences, Engineering, and Medicine, 
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2025), as some will be replaced 
and others augmented by AI. This 
combination of skill and knowledge 
uncertainty, coupled with the rapid 
advancement of AI, makes it challenging 
for organizations to define the 
capabilities that are most critical for the 
future. At best, current thinking in this 
space will be provisional until the pace of 
change settles or until clarity is achieved 
around the skills needed to navigate 
perpetual complexity.

What is clear, however, is that the 
learning model that students experience 
today will no longer prepare them for 
an AI-centric world. Traditional tasks 
of assessing learner capabilities, such 
as writing essays, can now readily be 
generated by large language models like 
Gemini, Claude or ChatGPT. In response, 
some universities have advocated for 
a return to traditional paper-based 
assessment. While these might offer a 
short-term response to the cheating 
capabilities inherent with AI use, they 
offer no meaningful long-term path 
forward. 

There are early examples of some 
schools that have taken drastic steps 
as a systemic restructuring of the 
calendar by focusing on two hours a 
day of academic work and the balance 
on human and relational skills.¹15 
Systems-level transformation at a state 
and national level, however, requires 
careful coordination of the needs 
of multiple stakeholders, including 
students, industry, parents, society and 
government. 

In the immediate future, educational 
leaders must address questions about 
the requisite skills and literacies for 
effective AI utilization in learning, work 
and life. Numerous frameworks, often 

1.	  See https://alpha.school

categorized as twenty-first-century 
or soft skills, have emerged over the 
past decade. However, most of these 
frameworks predate contemporary 
generative AI capabilities and necessitate 
revision to incorporate the now 
commonplace cognitive task-sharing 
and knowledge work (Shao et al., 
2025). A primary policy objective is 
the identification and communication 
of future workforce requirements. 
These should be developed through 
collaborative efforts among peer 
institutions, regions and nations. 

Given the growing influence and 
decision-making power of frontier AI 
laboratories, it is essential for educational 
systems to adopt a cohesive unified 
strategy that asserts their requirements. 
Without coordinated action, the voices 
of educators, students and communities 
risk being overshadowed by corporate 
agendas that may not fully align with 
educational values or long-term societal 
needs. A unified approach enables 
education leaders to articulate clear 
expectations, negotiate from a position 
of collaborative strength, and ensure 
that AI developments and deployments 
serve to enhance learning and equity.

Setting a strategy

Leaders cannot be complacent. There 
are increased responses available in 
establishing policies on AI adoption and 
use in education. Ajay Agrawal et al. 
(2022) detail the approaches available 
to general purpose technologies (those 
that have wide-ranging and cross-
discipline impact), ranging from discrete 
adoption that has minimal systems 
impact to broadscale adoption that 
restructures entire industries. Paul David 
(1990) describes how electrification, 

https://alpha.school
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over a century ago, started with small-
scale changes and eventually resulted in 
system-level transformation that enabled 
new factory models, including the 
assembly line. All indications currently 
suggest that AI will be transformative, 
perhaps our last invention, according 
to Stephen Hawking (University of 
Cambridge, 2016). 

To navigate the systemic transformations 
driven by AI, policy-makers will need 
capacities for anticipatory governance, 
integrating horizon scanning, scenario 
planning and adaptive regulatory 
frameworks that can evolve with 
technological shifts. This requires 
cross-sector coordination mechanisms 
linking education, labour, ethics and 
innovation policy. Governance must 
be proactive and iterative, and use 
experimental approaches that test 
interventions, learn from outcomes 
and adjust rapidly. Iterative and rapid 
testing of governance and policy is 
currently not the norm in education 
policy-making. However, this will need 
to change to match the pace of social, 
learning and employment changes that 
AI is expected to generate. This will 
require forward-looking strategies that 
prioritize equity-by-design, ensuring 
that AI’s benefits are distributed 
inclusively, while embedding safeguards 
for transparency, accountability and 
human rights. In essence, the capacity 
to govern AI’s transformation is not just 
about managing risks, but about shaping 
a shared, adaptive vision for societal 
futures, in which human agency remains 
central, and education systems serve this 
primary objective.

AI as statecraft

AI is statecraft. Its burgeoning capabilities 
and pervasive influence are not 
merely a technological advancement 

but a fundamental component of 
modern statecraft. AI’s development, 
deployment and governance directly 
impacts on national security, economic 
competitiveness and social stability. 
The structure of society is shaped by 
how leaders develop policies to support 
learners and educators, notably around 
skills and mindsets required and the 
pedagogical processes whereby they 
attain them. This is contested space, and 
regions like the People’s Republic of China 
and the United States are approaching 
AI with the same strategic foresight 
and comprehensive planning typically 
reserved for critical instruments of power, 
such as military capabilities, diplomatic 
relations and economic policy (Hook, 
2025; The White House, 2025).

Treating AI as statecraft necessitates a 
multifaceted approach. This includes 
significant investment in domestic AI 
research and development to foster 
innovation and maintain a competitive 
edge, alongside robust cybersecurity 
measures to protect critical AI 
infrastructure from malicious actors. 
Much of the existing AI innovation in 
frontier models is occurring in the United 
States and the People’s Republic of China. 
Smaller innovation centres and frontier 
models exist in Canada (Cohere) and the 
European Union (Mistral). International 
cooperation becomes paramount to 
establish norms, standards and ethical 
guidelines for AI development and use, 
but also to leverage shared resources to 
effectively compete with heavily funded 
frontier labs. 

The task of education is to create a 
capable society and workforce that 
benefits from AI’s capability and centres 
its impact on human well-being. For 
education ministers and governance 
bodies, the rapid advancements in AI 
necessitates not only anticipating the 
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impact of AI on curriculum design, 
teaching methodologies and assessment 
strategies, but also addressing ethical 
considerations, data privacy and the 
potential for digital divides. Policies must 
foster an environment that encourages 
innovation, while ensuring equitable 
access to AI-powered learning tools and 
resources for all students, regardless 
of socio-economic background or 
geographic location. This is the work of 
systems change: imagining and creating a 
new system of learning.

Governance also needs to consider 
the implications of AI on the future 
workforce and the skills required for 
success in an increasingly automated 
world. This includes promoting 
collaboration, creativity, problem-
solving and adaptability. These skills are 
generally viewed as complementing AI, 
rather than being replaced by it. Policy 
frameworks should also facilitate ongoing 
professional development for educators, 
equipping them with the knowledge and 
competencies to effectively integrate AI 
into their pedagogy.

Ultimately, new approaches to policy-
making for education in the age of AI 
must be collaborative, involving not just 
government officials, but also educators, 
technologists, industry leaders and the 
broader community. This collaborative 
effort will ensure that policies are 
comprehensive, responsive and ultimately 
serve to prepare students for a future 
where human and artificial cognition 
coexist and collaborate.

Preparing for human-centric AI

Longer-term vision and strategy should 
provide the desired future vision of AI and 
a projected pathway for its realization. 
UNESCO’s AI and education: guidance for 
policy-makers report (Miao et al., 2025) 
states that ‘applying AI in education 

should be to enhance learning, enabling 
every learner to develop their individual 
potential, which policies should reflect 
and support’. This framing, especially 
at an education minister’s level, needs 
an additional lens on the system itself. 
What types of future education systems 
should we conceive of and what is the 
social contract that should underpin it 
(UNESCO, 2021)? How can schools and 
universities be restructured to account for 
the capabilities that AI makes available? 
How should assessment and evaluation 
be conducted? Does the existing heavily 
in-person education model still make 
social and economic sense? 

Addressing questions of this nature will 
require visionary leadership. Simple 
literacies, such as teaching students what 
AI already does better than humans, is 
not a solid foundation for a new model of 
learning. Large-scale, multi-stakeholder 
conversations and engagements are 
needed to imagine a new classroom, a 
new focus on campus, and a new lens for 
determining competency and capability. 
Critical to this challenge is the need to 
meet the existential angst that fosters 
public discourse with a vision-oriented 
and hopeful future, where learners have 
agency in living their lives and society has 
the capacity to choose an intentional and 
ethical use of AI. 

Thomas Kuhn (1962) argues that progress 
in science results in the collection of 
anomalies that do not fit the prominent 
frameworks of an era. Over time, those 
anomalies accrue and a dramatic change 
and restructuring of science emerges. 
Decades of technological change, 
while schooling retained its primary 
structure, has generated anomalies and 
affordances that now, coupled with AI, 
enable a window for a new, dramatic and 
extraordinary rethinking of the education 
experience. It is time for a new system of 
learning.



AI and the future of education: Disruptions, dilemmas and directions – Reimagining AI in education policy: Evidence and geopolitical realities

144

References

Agrawal, A., Gans, J. and Goldfarb, A. 2022. Power and 
Prediction: The Disruptive Economics of Artificial 
Intelligence. Boston, Harvard Business Review 
Press.

Binz, M., Akata, E., Bethge, M., Brändle, F., Callaway, F., 
Coda-Forno, J., Dayan, P., Demircan, C., Eckstein, 
M. K., Éltető, N., Griffiths, T. L., Haridi, S., Jagadish, 
A. K., Ji-An, L., Kipnis, A., Kumar, S., Ludwig, T., 
Mathony, M., Mattar, M., Modirshanechi, A., 
Nath, S. S., Peterson, J. C., Rmus, M., Russek, E. M., 
Saanum, T., Schubert, J. A., Schulze Buschoff, L. M., 
Singhi, N., Sui, X., Thalmann, M., Theis, F. J., Truong, 
V., Udandarao, V., Voudouris, K., Wilson, R., Witte, 
K., Wu, S., Wulff, D. U., Xiong, H. and Schulz, E. 
2025. A foundation model to predict and capture 
human cognition. Nature. Berlin, Springer Nature, 
pp. 1–8. https://doi.org/10.1038/s41586-025-
09215-4 (Accessed 17 August 2025.)

Bond, M., Khosravi, H., De Laat, M., Bergdahl, N., 
Negrea, V., Oxley, E., Pham, P., Chong, S. W. and 
Siemens, G. 2024. A meta systematic review of 
artificial intelligence in higher education: A call 
for increased ethics, collaboration, and rigour. 
International Journal of Educational Technology in 
Higher Education, Vol. 21, No. 4. Berlin, Springer 
Nature. https://doi.org/10.1186/s41239-023-
00436-z (Accessed 17 August 2025.)

Bridle, J. 2022. Ways of Being: Animals, Plants, Machines: 
The Search for a Planetary Intelligence. New York, 
Farrar, Straus and Giroux.

David, P. A. 1990. The dynamo and the computer: An 
historical perspective on the modern productivity 
paradox. The American Economic Review, Vol. 80, 
No. 2. New York, ITHAKA, pp. 355–361. https://
www.jstor.org/stable/2006600 (Accessed 17 
August 2025.)

Darvishi, A., Khosravi, H., Sadiq, S., Gašević, D. and 
Siemens, G. 2024. Impact of AI assistance on 
student agency. Computers & Education, Vol. 210. 
Amsterdam, Elsevier. https://doi.org/10.1016/j.
compedu.2023.104967 (Accessed 17 August 
2025.)

De Simone, M. E., Tiberti, F. H., Mosuro, W., Manolio, 
F. A., Barron, M. R. and Dikoru, E. J. 2025. From 
chalkboards to chatbots: Transforming learning in 
Nigeria, one prompt at a time. World Bank Blogs. 
Washington, DC, The World Bank. https://blogs.
worldbank.org/en/education/From-chalkboards-
to-chatbots-Transforming-learning-in-Nigeria 
(Accessed 17 August 2025.)

Heinz, M. V., Mackin, D. M., Trudeau, B. M., 
Bhattacharya, S., Wang, Y., Banta, H. A., Jewett, A. 
D., Salzhauer, A. J., Griffin, T. Z. and Jacobson, N. C. 
2025. Randomized trial of a generative AI chatbot 
for mental health treatment. NEJM AI, Vol, 2, No. 4. 
Waltham, Massachusetts Medical Society.

Hook, D. 2025. Deepseek and the new geopolitics of 
AI. Figshare. https://figshare.com/articles/online_
resource/Deepseek_and_the_New_Geopolitics_
of_AI/29336588 (Accessed 17 August 2025.)

Johnson, N., Zhao, G., Hunsader, E., Qi, H., Johnson, N., 
Meng, J. and Tivnan, B. 2013. Abrupt rise of new 
machine ecology beyond human response time. 
Scientific Reports, Vol. 3, No. 1. Sci-Hub. https://
doi.org/10.1038/srep02627 (Accessed 17 August 
2025.)

Joksimovic, S., Ifenthaler, D., Marrone, R., De Laat, 
M. and Siemens, G. 2023. Opportunities of 
artificial intelligence for supporting complex 
problem-solving: Findings from a scoping review. 
Computers and Education: Artificial Intelligence, Vol. 
4. Amsterdam, Elsevier. https://doi.org/10.1016/j.
caeai.2023.100138 (Accessed 17 August 2025.)

Kosmyna, N., Hauptmann, E., Yuan, Y. T., Situ, J., Liao, 
X. H., Beresnitzky, A. V., Braunstein, I. and Maes, 
P. 2025. Your brain on ChatGPT: Accumulation 
of cognitive debt when using an AI assistant for 
essay writing task. Ithaca, arXiv. https://doi.
org/10.48550/arXiv.2506.08872 (Accessed 17 
August 2025.)

Kuhn, T. S. 1962. The Structure of Scientific Revolutions. 
Chicago, University of Chicago Press.

Maimann, K. 2025. Canadian universities grapple with 
evaluating students amid AI cheating fears. CBC. 
https://www.cbc.ca/news/canada/university-ai-
exams-1.7551617 (Accessed 17 August 2025.)

Miao, F., Holmes, W., Huang, R. and Zhang, H. 2021. 
AI and education: guidance for policy-makers. 
UNESCO. https://unesdoc.unesco.org/ark:/48223/
pf0000376709 (Accessed 17 August 2025.)

National Academies of Sciences, Engineering, and 
Medicine. 2025. Artificial Intelligence and the Future 
of Work. Washington, DC, The National Academies 
Press. https://doi.org/10.17226/27644 (Accessed 
17 August 2025.)

Nori, H., Daswani, M., Kelly, C., Lundberg, S., Ribeiro, M. 
T., Wilson, M., Liu, X., Sounderajah, V., Carlson, J., 
Lungren, M. P., Gross, B., Hames, P., Suleyman, M., 
King, D. and Horvitz, E. 2025. Sequential diagnosis 

https://doi.org/10.1038/s41586-025-09215-4
https://doi.org/10.1038/s41586-025-09215-4
https://doi.org/10.1186/s41239-023-00436-z
https://doi.org/10.1186/s41239-023-00436-z
https://www.jstor.org/stable/2006600
https://www.jstor.org/stable/2006600
https://doi.org/10.1016/j.compedu.2023.104967
https://doi.org/10.1016/j.compedu.2023.104967
https://blogs.worldbank.org/en/education/From-chalkboards-to-chatbots-Transforming-learning-in-Nigeria
https://blogs.worldbank.org/en/education/From-chalkboards-to-chatbots-Transforming-learning-in-Nigeria
https://blogs.worldbank.org/en/education/From-chalkboards-to-chatbots-Transforming-learning-in-Nigeria
https://figshare.com/articles/online_resource/Deepseek_and_the_New_Geopolitics_of_AI/29336588
https://figshare.com/articles/online_resource/Deepseek_and_the_New_Geopolitics_of_AI/29336588
https://figshare.com/articles/online_resource/Deepseek_and_the_New_Geopolitics_of_AI/29336588
https://doi.org/10.1038/srep02627
https://doi.org/10.1038/srep02627
https://doi.org/10.1016/j.caeai.2023.100138
https://doi.org/10.1016/j.caeai.2023.100138
https://doi.org/10.48550/arXiv.2506.08872
https://doi.org/10.48550/arXiv.2506.08872
https://www.cbc.ca/news/canada/university-ai-exams-1.7551617
https://www.cbc.ca/news/canada/university-ai-exams-1.7551617
https://unesdoc.unesco.org/ark:/48223/pf0000376709
https://unesdoc.unesco.org/ark:/48223/pf0000376709
https://unesdoc.unesco.org/ark:/48223/pf0000376709
https://doi.org/10.17226/27644
https://doi.org/10.17226/27644


AI and the future of education: Disruptions, dilemmas and directions – Reimagining AI in education policy: Evidence and geopolitical realities 

145

with language models, Ithaca, arXiv. https://doi.
org/10.48550/arXiv.2506.22405 (Accessed 17 
August 2025.)

Schlegel, K., Sommer, N. R. and Mortillaro, M. 2025. 
Large language models are proficient in solving 
and creating emotional intelligence tests. 
Communications Psychology, Vol. 3, No. 80. Berlin, 
Springer Nature. https://doi.org/10.1038/s44271-
025-00258-x (Accessed 17 August 2025.)

Shao, Y., Zope, H., Jiang, Y., Pei, J., Nguyen, D., 
Brynjolfsson, E. and Yang, D. 2025. Future 
of work with AI agents: Auditing automation 
and augmentation potential across the U.S. 
workforce. Ithaca, arXiv. https://doi.org/10.48550/
arXiv.2506.06576 (Accessed 17 August 2025.) 

Siemens, G., Marmolejo-Ramos, F., Gabriel, F., 
Medeiros, K., Marrone, R., Joksimovic, S. and De 
Laat, M. 2022. Human and artificial cognition. 
Computers and Education: Artificial Intelligence, Vol. 
3. Amsterdam, Elsevier. https://doi.org/10.1016/j.
caeai.2022.100107 (Accessed 17 August 2025.)

UNESCO. 2021. Reimagining our futures together: A 
new social contract for education. Paris, UNESCO. 
https://unesdoc.unesco.org/ark:/48223/
pf0000379707 (Accessed 17 August 2025.)

University of Cambridge. 2016. The best or worst 
thing to happen to humanity – Stephen Hawking 
launches Centre for the Future of Intelligence. 
Cambridge, University of Cambridge. https://
www.cam.ac.uk/research/news/the-best-or-worst-
thing-to-happen-to-humanity-stephen-hawking-
launches-centre-for-the-future-of (Accessed 17 
August 2025.)

The White House. 2025. America’s AI action plan. 
Washington, DC, The White House. https://www.
whitehouse.gov/wp-content/uploads/2025/07/
Americas-AI-Action-Plan.pdf (Accessed 17 August 
2025.)

https://doi.org/10.48550/arXiv.2506.22405
https://doi.org/10.48550/arXiv.2506.22405
https://doi.org/10.1038/s44271-025-00258-x
https://doi.org/10.1038/s44271-025-00258-x
https://doi.org/10.48550/arXiv.2506.06576
https://doi.org/10.48550/arXiv.2506.06576
https://doi.org/10.1016/j.caeai.2022.100107
https://doi.org/10.1016/j.caeai.2022.100107
https://unesdoc.unesco.org/ark:/48223/pf0000379707
https://unesdoc.unesco.org/ark:/48223/pf0000379707
https://www.cam.ac.uk/research/news/the-best-or-worst-thing-to-happen-to-humanity-stephen-hawking-launches-centre-for-the-future-of
https://www.cam.ac.uk/research/news/the-best-or-worst-thing-to-happen-to-humanity-stephen-hawking-launches-centre-for-the-future-of
https://www.cam.ac.uk/research/news/the-best-or-worst-thing-to-happen-to-humanity-stephen-hawking-launches-centre-for-the-future-of
https://www.cam.ac.uk/research/news/the-best-or-worst-thing-to-happen-to-humanity-stephen-hawking-launches-centre-for-the-future-of
https://www.cam.ac.uk/research/news/the-best-or-worst-thing-to-happen-to-humanity-stephen-hawking-launches-centre-for-the-future-of
https://www.whitehouse.gov/wp-content/uploads/2025/07/Americas-AI-Action-Plan.pdf
https://www.whitehouse.gov/wp-content/uploads/2025/07/Americas-AI-Action-Plan.pdf
https://www.whitehouse.gov/wp-content/uploads/2025/07/Americas-AI-Action-Plan.pdf


AI and the future of education: Disruptions, dilemmas and directions – Reimagining AI in education policy: Evidence and geopolitical realities

146

Adding intelligence to AIED policy and practice
Ilkka Tuomi

In this think piece, I will ask what evidence-
informed policy and practice can mean in 
Artificial Intelligence in Education (AIED). 
What counts as evidence, whose knowledge 
counts, and how research-based knowledge 
could inform policy and practice? I will 
argue that both the epistemology and 
ontology of AIED must be reconsidered; 
that we must focus on the development of 
learners’ social agency instead of technical 
artefacts and their functionality; and that, 
instead of verified facts, new social sense-
making and learning processes are needed 
to support the development of policy and 
practice.

AI is often declared to be an unavoidable 
technology that helps us learn knowledge 
and skills required in the imagined jobs of 
the AI-enabled future. Education, however, 
is more. Compulsory education, as it was 
understood in the Enlightenment tradition, 
generates members of society who can 
competently participate in social, cultural 
and economic life. Education, therefore, is 
inherently political and cultural. It creates 
epistemologies of ignorance and hierarchies 
of power. But it also creates undetermined 
social and personal development. In 
contrast to instrumental views that address 
the imagined needs of the industrial world 
under global economic competition, 
education can also be understood as the 
development of capabilities and capacity 
that expand our opportunities to live 
meaningful lives.

This more social and political understanding 
of education and its social functions 
means that we must view AIED more 
broadly than just a technology that 
increases the efficiency of learning. As 
large language models are now becoming 
experts in various domains of knowing, 
and knowledge is becoming a commodity, 

we therefore should ask why education 
is needed in the future. If it is not for 
producing useful skills and knowledge 
for the future labour market, what are the 
educational outcomes that matter? If the 
goal is something else than fast mastery 
of given curriculum content, what is the 
role of AI in education and how should its 
educational impact be measured?

In other words, we should ask what the 
impact is we are looking for and how can 
we know that the use of technology delivers 
that impact.

Evidence and impact

There have been repeated claims that 
technology will revolutionize education. 
But why should we think that future visions 
would be a reason to spend money and 
effort that could have other potentially 
useful uses. Why should we invest in dreams, 
when schools lack teachers, books and 
pens?

Evidence-based education emerged in the 
1990s to address this problem (Hammersley, 
2007). According to its proponents, the 
development of educational practice and 
policy was grounded on wishful thinking, 
intuition and hopes (Davies, 1999). To put 
education on the right track, educational 
interventions, including the use of 
educational technologies, should be based 
on robust evidence produced by research.

Evidence has since then become a key 
starting point in all policy-making. In 
particular, the European concept of ‘better 
regulation’ is based on the idea that the 
benefits of legislation must be justified by 
assessing their impact. It is now commonly 
accepted that policy should be informed 
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by research-based evidence, although 
policy cannot strictly speaking be based on 
science.

In education, evidence-based education led 
to the establishment of ‘clearing houses’ that 
collect and summarize research evidence 
on educational interventions. One of the 
leading initiatives in this field has been 
the What Works Clearinghouse (WWC),¹16 
set up in 2002 under the Institute of 
Educational Statistics of the US Department 
of Education. WWC has elaborated detailed 
guidelines on how educational research 
should be evaluated and to what extent its 
results should count as evidence in policy 
and practice. The highest-quality evidence, 
according to the WWC, can be gained 
through randomized controlled trials.

This ‘gold standard’ has been criticized 
from methodological and educational 
points of view (Cartwright, 2019; Parra 
and Edwards Jr, 2024; Tuomi, 2025). 
Experts in statistical methodology have 
pointed out that the validity of impact 
estimates cannot be guaranteed in practical 
experiments in educational contexts 
(Deaton and Cartwright, 2018; Heckman, 
1991). Education researchers, in turn, have 
argued that experimental research designs 
miss the essence of teaching, learning and 
education (Biesta, 2010b; Simpson, 2019). 
Education is not a pill that cures a disease 
with a controlled dose. Both internal and 
external critiques on experimental research 
methods have therefore questioned the 
belief that randomized controlled studies 
can provide robust evidence that could 
guide educational practice and policy.

More realistic evidence

For the providers of educational technology, 
this eroding foundation of evidence 
has been a constant challenge. Recent 
EdTech evidence frameworks (for example, 

1.	  See https://ies.ed.gov/ncee/wwc

Kucirkova et al., 2025) move beyond 
learning impacts observed in laboratory 
settings, but randomized controlled studies 
are still often considered to provide the 
best possible evidence. Although some 
well-known meta-analyses of such research 
evidence have claimed clear benefits of 
using AI in education, critical reviews have 
shown that the presumed effects of AI 
decrease when known methodological 
biases are considered. A recent meta-
analysis of 66 systematic meta-analyses of 
the impacts of AI in education notes that the 
results of existing studies are often based 
on low-quality primary research (Bond et 
al., 2024). A closer look at the supposedly 
high-quality meta-studies reveals huge 
conceptual variability and often dismal 
quality hidden behind statistical analyses 
(Tuomi, 2025).

In policy evaluation studies, the often-
superficial methodological rigorousness 
about ‘what works’ has therefore 
increasingly been substituted with the 
question, ‘what works, for whom, and in 
what context’. In contrast to the empiricist 
epistemology of experimental studies, 
realist evaluation (Pawson and Tilley, 1997; 
Tikly, 2015) builds on the epistemology of 
critical realism. Instead of trying to find a 
universal causal connection between an 
intervention and effect, it tests hypotheses 
about mechanisms that produce the 
outcome and contexts that activate these 
mechanisms. Rather than asking what the 
average effect of an intervention is, it starts 
from the assumption that the effect may be 
different for different intervention subjects. 
A high average impact can imply negative 
consequences for some and positive 
outcomes for others.

Zooming in to the local context where an 
intervention works is fatal for randomized 
controlled studies. Randomization was used 

https://ies.ed.gov/ncee/wwc
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to get rid of context and its ‘unobserved 
covariates’ and to get population-
level information about a well-defined 
intervention or chemical compound. When 
AIED systems personalize and adapt their 
functionalities according to the needs of 
the learner, randomized studies become 
pointless. The medical metaphor breaks 
down when the dosage, the content of the 
pill and the disease it is supposed to cure 
change from learner to learner.

Paradoxically, the belief that AI can improve 
learning by personalizing it is based on 
studies that claimed that individual human 
tutoring can improve learning outcomes by 
two standard deviations (Bloom, 1984). The 
developers of intelligent tutoring systems 
apparently never noted that standard 
deviations and randomized studies make 
little sense if the ‘treatment’ varies from 
one student to another. The ‘gold standard’ 
of evidence is incompatible with the idea 
that AI can personalize learning. More 
fundamentally, this contradiction shows that 
we need to rethink both the ontology and 
epistemology of AIED.

Towards relational epistemology and 
ontology

At the cognitive level, adaptive and 
personalized AI systems are intimately 
coupled with the individual’s thinking and 
learning processes. This is a fundamental 
difference between simple automation and 
AI-based augmentation. When AI systems 
interact with human thought, the unit of 
analysis must therefore be the compound of 
AI-interacting-human. The proper ontology 
for AIED is relational, and it is not possible to 
extract causal impacts simply by studying a 
technical artifact.

Similarly, when teachers use AI systems in 
their teaching practice, the proper unit of 
analysis is technology-in-use. In general, 
the impact of information systems depends 
not only on technical artifacts and their 

functionality but also on how they are used 
and integrated in the ongoing practice 
(Tuomi, 2004). This means, for example, 
that it is not possible to study the impact of 
technology without addressing the capacity 
of a teacher to use the given system.

Knowledge about ‘what works’ in AIED is 
therefore deeply contextual and difficult 
to generalize. Quantitative knowledge 
about the effects of AIED that research can 
produce is structural and contextual. It can 
inform us about what worked, for whom and 
in what context.

This may be frustrating to technology 
providers, as they look for evidence that 
can convince administrators and policy-
makers that their product has an impact 
that can be scaled and sold across different 
contexts. When knowledge is not just 
generalizable ‘facts’ or ‘evidence’, but 
structural and contextual, it cannot be 
simplified easily, and it does not travel easily 
in policy contexts (Cowen, 2019). Much 
tacit knowing is needed to make sense of 
it. Policy-makers and practitioners cannot 
just point to this knowledge, they have to 
learn to make sense of it (Tuomi, 2024). The 
creation of policy- and practice-relevant 
evidence shifts from academic laboratories 
towards the downstream, where knowledge 
claims are used to support arguments and 
deliberations about social choices. Evidence 
becomes part of an argument and discourse 
where it meets with counter-evidence and 
different interpretations of the situation.

Policy development as learning

For John Dewey (1991), when routine is 
disrupted and a problem needs to be solved, 
we generate hypotheses. Then we test them, 
first in thought, and then in practice. If the 
solution works, we have learned something. 
When a new problem emerges, we can use 
this learning to create more sophisticated 
hypotheses. Earlier experience and 
knowledge, therefore, become instruments 
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for thought. Knowledge, in this view, is a 
resource for intelligence, perception and 
judgement. In this sense, we can say that 
knowledge makes us more intelligent.

In evidence-informed policy and practice, 
this means that the process of developing 
policies and practices, itself, should be 
viewed as a learning process. Policy-
making, as a process, can be made more 
intelligent by informing it with knowledge 
from learning theories and by accelerating 
the process of learning. Using what we 
know, including results from experimental, 
qualitative and ethnographic studies that 
can never be the whole picture, policy 
can integrate various points of view and 
different ways to frame the problem, 
and it must experiment. As all domain-
specific epistemologies and knowledge 
infrastructures generate epistemologies 
of ignorance (Sullivan and Tuana, 2007), 
democratic processes are needed to 
integrate and negotiate knowledge.

Policy experimentation, therefore, does not 
prove eternal laws of nature or discover 
universal facts; it creates knowledge about 
the current situation. It leads to new 
concepts and new ways of thinking that 
build on experience. In a similar way as 
knowledge leads to human development, 
policy experimentation leads to policy 
development. It is a form of collective 
learning.

Such a developmental view on policy 
highlights a key challenge in current policies 
that regulate the use of AI in education. 
Regulation is mostly focused on restricting 
the uses of technology, protecting from 
harms and managing risk. In terms of ethics 
and political theory, regulation, therefore, 
focuses on ‘negative freedoms’ that limit 
the influence of others on individual’s 
actions. Education, in contrast, inherently 
requires a focus on positive freedoms 
that make capability expansion and 
individual development possible. If we take 

learning and development as fundamental 
characteristics of what it is to be human, this 
also has implications on our understanding 
of democracy (Gould, 1988).

The commodification of knowing

As AI changes the infrastructures of 
knowing, the development of human 
agency is becoming increasingly important 
for education. Knowledge and expertise are 
becoming commodities. Human agency, 
understood as a socially and technically 
embedded capability to participate in 
the world and change it, replaces the old 
concept of competence that was defined 
as a combination of knowledge, skill and 
attitudes (Tuomi, 2022). This new definition 
of competence as the expansion of freedom, 
opportunity and capability is something 
that cannot be automated. In this sense, it is 
quite irrelevant to ask whether an AI system 
can pass a test. Education, as a system that 
makes competent adults, who can change 
individual and social realities, was never 
about passing tests.

AI in education, therefore, should not be 
viewed only as an instrument to speed up 
the route to mastery of given content. AI 
is a qualitatively new kind of technology 
that interacts with human thinking, 
communication and development in ways 
that no earlier technology has done. It is not 
just a medium or an instrument but an actor. 
AI systems do not have intentions of their 
own, but they have agentic powers, as they 
can make choices and transform material, 
cognitive and social realities.

Existing evidence frameworks typically 
start from the assumption that impact 
should be measured as ‘learning outcomes’, 
understood as content mastery. As 
education drifts from its industrial-
era epistemic focus towards what Gert 
Biesta (2010a) calls subjectification 
and socialization, the impact of AIED 
should be understood more broadly. 
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The commodification of knowledge and 
expertise suggests that we should focus 
on the development of human socio-
technically embedded agency. Instead of 
searching for robust evidence and causal 
impacts on ‘learning outcomes’ that could 
be used to market technology at scale, 
we should ask how the social functions of 
education are changing.

The answer to this question will suggest 
new designs for AIED but, more importantly, 
it allows us to see AIED and education 
differently.

Conclusion

To understand the impact of AIED, we need 
both new epistemology and new ontology. 
Experimental research was based on the 
Newtonian model of linear causality, where 
agency was replaced by deterministic 
interactions between inanimate objects. 
It successfully built on an empiricist 
epistemology that since Aristotle has 
separated knowing subjects from known 
objects. Because of this, it has been natural 
to think that impact is a property of a tool 
or an intervention. In this think piece, I have 
argued that AIED is fundamentally relational. 
It forms composites with humans, at the 
same time as expanding human capabilities 
for thought and action. The impact of 
AIED, therefore, should be measured as the 
expansion of these capabilities. Education, 
itself, is more than mastery of curriculum 
content, and the social and developmental 
functions of education cannot be reduced 
to content mastery. Education policies 
can be informed by research, but deeper 
integration and experimentation is 
needed to support intelligence in the 
policy process. Instead of adapting to an 
imagined future, we should take back our 
agency and make futures we have reason 
to value. A fundamental assumption 
underpinning evidence-based education 
and EdTech evidence frameworks has been 

that if evidence can be generalized, the 
interventions and products can be scaled 
up. Such scaling may be possible, perhaps 
at a higher level of abstraction than we 
expected, but it requires that we rethink 
what is technology and education.
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9. 	 Conclusion

This anthology reveals how the integration of 
AI in education poses profound philosophical, 
pedagogical, ethical and political questions. As 
this global AI ecosystem evolves and becomes 
increasingly ubiquitous, UNESCO and its 
partners have a shared responsibility to lead 
the global discourse towards an equity- and 
justice-centred agenda. The volume highlights 
three areas in which UNESCO will continue 
to convene and lead a global commons for 
dialog and action particularly in areas on AI 
futures, policy and practice innovation, and 
experimentation.

As guardian of ethical, equitable 
human-centred AI in education

This collection has underlined how AI futures 
in education require priority attention to the 
ways that entrenched inequalities of power, 
access and opportunity are being reshaped. 
As these systems evolve, they risk amplifying 
existing gender, class, language, geography 
and digital access disparities. This moment calls 
for courageous leadership that goes beyond 
technical fixes to fundamentally reimagine 
AI’s role in education. Building on UNESCO’s 
Recommendation on the ethics of artificial 
intelligence, its Guidance for generative AI in 
education and research, and twin AI competency 
framework for teachers and AI competency 
framework for students, UNESCO will continue 
to work with academic, research and policy 
communities towards designing systems that 
cultivate transformative ethical human agency, 
equity and social justice in digital learning 
spaces and create genuine possibilities for 
inclusion across all dimensions of difference. As 
we explore such creative possibilities together, 
UNESCO and its partners are also duty-bound 
to counterbalance the unchecked ascendancy 
of technocratic and corporate influence of AI in 
education, combat algorithmic discrimination 
and AI surveillance, and advocate for enforceable 
rights-based global standards in education.

As thought leader in reimagining 
curriculum and pedagogy

Contributions in this volume reveal how AI 
is already reshaping curricula, pedagogy, 
assessment and knowledge creation. These 
analyses underscore the need for leadership  
on emerging curriculum and pedagogical shifts 
and exploring strategies that prioritize critical 
thinking, metacognition, pedagogies of care 
and ethical reasoning, in ways that challenge 
reductive logics on rote learning, standardized 
assessment, cognitive offloading and complex 
risks associated with anthropomorphizing AI 
companionship. Here, attention to emerging 
possibilities for new pedagogies on inclusive 
cyber-social learning becomes imperative. 
UNESCO and its partners will continue to 
create open shared spaces for exploring such 
pedagogical possibilities.  

As a platform for engaging pluralistic 
and contested dialogues

The philosophical tensions illuminated in this 
volume direct us towards convening deliberative 
forums, where diverse communities, disciplines 
and cultures engage with the contestations 
about AI’s purpose, its unfolding influence 
and consequences in education, not just its 
implementation. Such deliberative forums 
need to amplify the voices and perspectives 
of marginalized and excluded communities, 
including indigenous, gendered, Global South 
and disability perspectives. The path forward 
demands more than cautious adaptation. It 
requires radical rethinking of how we design, 
govern and integrate co-constitutive human-
machine systems in education amidst growing 
uncertainty, unpredictability and volatility. The 
nascent ideas on creating inclusive, socially 
just futures seeded in this volume will require 
sustained ethical commitment and political will 
at all levels of decision-making. UNESCO stands 
ready to take up this challenge.
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