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Delegation to artificial intelligence can 
increase dishonest behaviour

Nils Köbis1,2,5 ✉, Zoe Rahwan3,5 ✉, Raluca Rilla2, Bramantyo Ibrahim Supriyatno2, Clara Bersch2, 
Tamer Ajaj2, Jean-François Bonnefon4,6 ✉ & Iyad Rahwan2,6 ✉

Although artificial intelligence enables productivity gains from delegating tasks to 
machines1, it may facilitate the delegation of unethical behaviour2. This risk is highly 
relevant amid the rapid rise of ‘agentic’ artificial intelligence systems3,4. Here we 
demonstrate this risk by having human principals instruct machine agents to perform 
tasks with incentives to cheat. Requests for cheating increased when principals could 
induce machine dishonesty without telling the machine precisely what to do, through 
supervised learning or high-level goal setting. These effects held whether delegation 
was voluntary or mandatory. We also examined delegation via natural language to 
large language models5. Although the cheating requests by principals were not  
always higher for machine agents than for human agents, compliance diverged 
sharply: machines were far more likely than human agents to carry out fully unethical 
instructions. This compliance could be curbed, but usually not eliminated, with the 
injection of prohibitive, task-specific guardrails. Our results highlight ethical risks in 
the context of increasingly accessible and powerful machine delegation, and suggest 
design and policy strategies to mitigate them.

People are increasingly delegating tasks to software systems powered 
by artificial intelligence (AI), a phenomenon we call ‘machine delega-
tion’6,7. For example, human principals are already letting machine 
agents decide how to drive8, where to invest their money9,10 and whom 
to hire or fire11, as well as how to interrogate suspects and engage with 
military targets12,13. Machine delegation promises to increase produc-
tivity14,15 and decision quality16–18. One potential risk, however, is that 
it will lead to an increase in ethical transgressions, such as lying and 
cheating for profit2,19,20. For example, ride-sharing algorithms tasked 
with maximizing profit urged drivers to relocate to artificially create 
surge pricing21; a rental pricing algorithm marketed as ‘driving every 
possible opportunity to increase price’ engaged in unlawful price fix-
ing22; and a content-generation tool claiming to help consumers write 
compelling reviews was sanctioned for producing false but specific 
claims based on vague generic guidance from the user23. In this article, 
we consider how machine delegation may increase dishonest behaviour 
by decreasing its moral cost, on both the principal and the agent side.

On the principal side, one reason people do not engage in profit-
able yet dishonest behaviour is to avoid the moral cost of seeing them-
selves24— or being seen by others25— as dishonest. As a result, they are 
more likely to cheat when this moral cost is reduced26–29. Machine del-
egation may reduce the moral cost of cheating when it allows principals 
to induce the machine to cheat without explicitly telling it to do so. 
Detailed rule-based programming (or ‘symbolic rule specification’) 
does not offer this possibility, as it requires the principal to clearly 
specify the dishonest behaviour. In this case, the moral cost is probably 
similar to that incurred when being blatantly dishonest oneself30–33. By 
contrast, other interfaces such as supervised learning, high-level goal 

setting or natural language instructions34–36 allow principals to give 
vague, open-ended commands, letting the machine fill in a black-box 
unethical strategy — without the need for the principal to explicitly 
state this strategy. Accordingly, these interfaces may make it easier 
for principals to request cheating, as they can avoid the moral cost of 
explicitly telling the machine how to cheat.

On the agent side, humans who receive unethical requests from their 
principal face moral costs that are not necessarily offset by financial 
benefits. As a result, they may refuse to comply. By contrast, machine 
agents do not face such moral costs and may show greater compliance. 
In other words, although human agents may reject unethical requests 
on the basis of moral concerns, machine agents without adequate 
safeguards may simply comply. Current benchmarks suggest that 
state-of-the-art, closed large language models (LLMs) have strong yet 
imperfect safeguards against a broad range of unethical requests, such 
as the generation of hate speech, advice on criminal activity or queries 
about sensitive information37–40. However, domain-specific investi-
gations have revealed worrying levels of compliance when the same 
models were asked to generate misleading medical information41 or 
produce malicious code42, and have shown that LLM agents may spon-
taneously engage in insider trading in the course of seeking profit43. 
Accordingly, it is likely that even state-of-the-art machine agents may 
comply, to a greater degree than human agents, with instructions that 
induce them to cheat for their principals if they are not provided with 
specific guardrails against this compliance.

Here we show that machine delegation increases unethical behav-
iour on both the principal side and the agent side. We conducted a 
total of 13 experiments across four main studies (see Extended Data 
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Table 1). In studies 1 and 2, we showed that human principals request 
more cheating in a die-roll protocol when using interfaces that allow 
them to induce cheating without explicitly telling the machine what 
to do (specifically, supervised learning and high-level goal setting). In 
study 3, we moved to a natural language interface for delegation and 
found that machine agents (GPT-4, GPT-4o, Llama 3.3 and Claude 3.5 
Sonnet) are, by default, far more likely than human agents to comply 
with fully unethical instructions. We tested several guardrail strategies 
and found that compliance commonly persisted. The most effective 
strategy (strongly phrased, task-specific prohibitions injected at the 
user level) is also the least scalable. Finally, study 4 is a conceptual 
replication of study 3, using a tax evasion protocol that is closer to 
the real-life experience of participants, that includes negative exter-
nalities for cheating and that shifts the focus from dishonestly acquir-
ing resources to dishonestly retaining previously earned resources. 
After reporting these results, we explore their implications for future 
delegation scenarios, especially as LLMs and other machines reduce 
delegation costs by improving access, ease of use and affordability.

All studies with human participants were preregistered (see the ‘Data 
availability’ statement) and did not use deception. For recruitment 
details, please refer to Methods, ‘Recruitment of human participants’. 
All results reported are from two-sided tests.

Studies 1 and 2 on principal’s intentions
To measure cheating behaviour, we used the classic die-roll task used 
across the behavioural sciences44,45. Participants were asked to report 
the result of a die roll that they observed privately33, knowing that their 
payoff would match the result they reported (here, 1 US cent if they 
reported a 1, 2 cents if they reported a 2 and so on up to 6 cents if they 
reported a 6). Accordingly, participants had the opportunity to cheat 
for profit by reporting a result higher than the roll observed, thereby 
accumulating profit over a series of ten rolls and reports.

The die-roll task has been rigorously validated and used in hundreds 
of studies24,27. It predicts real-world behaviours such as fare-dodging 
in public transportation46, school misconduct47 and deceptive sales 
practices48.

Conditions and outcomes
Participants in study 1 (n = 597) were randomly assigned to one of four 
conditions. In the control condition, they reported the results of the 
ten die rolls themselves. In the remaining conditions, they delegated 
these ten reports to machine agents (Methods, study 1). The conditions 
differed in the interface that participants used to transmit their instruc-
tions to the machine (Fig. 1). In the rule-based condition, participants 
had to explicitly tell the machine what number to report for each of the 
six possible die-roll outcomes. In the supervised learning condition, 
participants chose one of three example datasets to train the machine. 
In one example dataset, the reports were always the same as the die 
rolls. In another, the reports were always six, regardless of the die rolls. 
In another, the reports were either the same as or above the actual 
die roll, indicating occasional cheating. The three example datasets 
featured a series of ten die-roll outcomes but just five reports. This 
incomplete reporting was intended to evoke a sense of uncertainty that 
comes with delegation, and to mimic how programmers rarely inspect 
the entire dataset, but only peruse a subset of it. A comprehension 
check with an independent sample of participants showed that modal 
expectations about machine behaviour trained on each dataset were 
accurate (see Supplementary Information (supplemental study A) and 
Supplementary Fig. 4). In the goal-based condition, participants gave 
the machine a high-level goal by choosing a setting on a dial that ranged 
from ‘maximize accuracy’ to ‘maximize profit’, with five intermediate 
notches. These results were robust to changing these two labels to ‘not 
prioritize profit at all’ and ‘fully prioritize profit’ (see Supplementary 
Information (supplemental study B) and Supplementary Fig. 5).

For comparability purposes, our outcome of interest in each condi-
tion was the proportion of participants who engaged in honesty, partial 
cheating and full cheating. Table 1 summarizes how this variable was 
constructed in each condition. To test the robustness of our results, 
we also undertook analyses using a continuous measure of honesty, 
namely, die-roll reports, for studies 1 and 2 (Supplementary Information 
(robustness tests using a continuous dependent variable: reported die 
rolls)). All main findings held when using the continuous measure of 
honesty. Our main prediction was that the proportion of participants 
engaging in honesty would be smaller in the supervised learning and 
goal-based conditions, which offered greater plausible deniability26 
than the control and rule-based conditions.

Study 2 (n = 801) was identical to study 1, except that in all delega-
tion conditions (rule based, supervised learning and goal based), par-
ticipants could either delegate reports to the machine or self-report.

We predicted that more participants would choose to delegate to 
machines in the supervised learning and goal-based conditions. In fact, 
we observed that about 50% of participants delegated to machines, 
regardless of the interface (see Supplementary Information (study 2, 
preregistered confirmatory analyses)). Hereafter, when we discuss the 
results of study 2, we focus on these participants.

Honesty across conditions
Figure 2 displays, for studies 1 and 2, the percentage of participants 
who engaged in honesty, partial cheating and full cheating across 
conditions. The results of the two studies were remarkably similar 
(see Supplementary Table 61 for Bayes factors). For both studies, our 
main prediction was that the proportion of participants engaging in 
honesty would be smaller in the supervised learning and goal-based 
conditions than in the control and rule-based conditions, which 
offered comparably less opportunity for maintaining plausible deni-
ability about one’s intentions. For both studies, this prediction was 
supported by a binary logistic regression with a dichotomous pre-
dictor variable (study 1: B = 2.53, standard error of the regression 
coefficient (s.e.) = 0.21, P < 0.001, odds ratio (OR) = 12.6; study 2: 
B = 3.00, s.e. = 0.24, P < 0.001, OR = 20.1; see Supplementary Tables 1  
and 9 and Supplementary Fig. 2). At 95%, the vast majority of par-
ticipants (95% confidence interval (CI) = 90–98 in study 1 and 95% 
CI = 93–99 in study 2) reported die rolls honestly in the control con-
dition without delegation. This proportion decreased when partici-
pants delegated to machines, to about 75% in the rule-based condition 
(95% CI = 67–81 in study 1 and 95% CI = 67–84 in study 2), about 50% in 
the supervised learning condition (95% CI = 43–60 in study 1 and 95% 
CI = 37–58 in study 2) and only about 15% in the goal-based condition 
(95% CI = 8–19 in study 1 and 95% CI = 10–25 in study 2). All of these 
comparisons were significant to the P < 0.001 level, including Bonfer-
roni correction for multiple comparisons. The level of honesty in the 
rule-based condition was much lower than in the control condition, 
which we had not anticipated (study 1: B = 1.95, s.e. = 0.43, P < 0.001, 
OR = 6.27; study 2: B = 1.84, s.e. = 0.46, P < 0.001, OR = 6.27; see Sup-
plementary Tables 2 and 11 and Supplementary Fig. 3).

Type of cheating across conditions
For both studies, we conducted preregistered ordinal probit regres-
sion analyses to analyse shifts towards partial or full cheating 
depending on the delegation interface, contrasting the pooled con-
trol and rule-based conditions to the pooled supervised learning 
and goal-based conditions. Participants in the supervised learning 
and goal-based conditions were significantly more likely to engage 
in higher levels of cheating (study 1: M = 68%, 95% CI = 63–73; study 
2: M = 68%, 95% CI = 62–75) than participants in the control and 
rule-based conditions (study 1: M = 15%, 95% CI = 11–19; study 2: 
M = 9%, 95% CI = 7–12). This held for both study 1 (B = 1.37, s.e. = 0.11, 
t = 12.55, P < 0.001) and study 2 (B = 1.13, s.e. = 0.11, t = 9.90, P < 0.001; 
see Supplementary Tables 4 and 10). Consistently, the threshold for  
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transitioning from honesty to partial cheating was lower than the 
threshold for transitioning from partial cheating to full cheating  
(study 1: τ1 = 1.64, s.e. = 0.17, P < 0.001, τ2 = 2.39, s.e. = 0.18, P < 0.001; 
study 2: τ1 = 2.59, s.e. = 0.35, P < 0.001, τ2 = 2.99, s.e. = 0.35, P < 0.001; 
see Supplementary Tables 5 and 14). In summary, both studies indicate 
that the supervised learning and goal-based conditions significantly 
increased the likelihood of higher cheating levels.

Study 3 on delegation to LLMs
Technological advances such as LLMs now allow human principals to 
delegate to machine agents using natural language instructions (also 
known as ‘prompt engineering’), just as they would for human agents. 
These advances make it possible to compare the behaviour human 
principals request from human versus machine agents, keeping the del-
egation interface constant, and to compare the subsequent behaviour 
of human and machine agents once they receive these requests. Our 
main preregistered predictions were that the proportion of participants 
engaging in honesty would be smaller in the human agent and machine 
agent conditions relative to self-reporting, and that intended, actual 
and perceived third-party dishonesty would be lower for instructions 
for human agents relative to those for machine agents.

We recruited 390 participants to act as principals in the die-roll task 
(study 3a). Participants wrote natural language instructions for human 
and machine agents, and also undertook the die-roll task themselves. 
Our focus was on the observed rate at which the principals requested 
honesty, partial cheating and full cheating behaviour, and on how 
human and machine agents behaved after receiving these instruc-
tions. To this end, we recruited 975 further participants to act as human 
agents (study 3b). They were incentivized to comply with the instruc-
tions that they received (see Methods, ‘Study 3b’). Machine agents were 
first implemented with GPT-4, but additional results were then col-
lected from machine agents implemented with GPT-4o, Llama 3.3 and 
Claude 3.5 Sonnet (see ‘Robustness to other LLMs and guardrails’). We 
categorized the honesty level of natural language instructions in three 
ways: self-categorization, LLM categorization and third-party rater 
categorization (study 3c).  

Behavioural requests from principals using natural language
Figure 3a shows the proportion of principals who requested honesty, 
partial cheating or full cheating from human and machine agents, 
according to their own stated categorization (see Extended Data 
Fig. 1 and Supplementary Information (study 3c for third-party and 
LLM-based categorization methods)).

Rule
speci�cation

Prescribe, for each 
situation, the algo-
rithmic behaviour via 
if–then rules

How delegation is done

Supervised
learning

Select a prototypical 
behaviour to train the 
algorithm via a data-
selection interface

Goal
speci�cation

Indicate the goal that 
the algorithm should 
pursue by interpola-
ting between different 
objectives

Maximize accuracy Maximize pro�t

Prompt 
engineering

Write instructions 
to indicate what the 
algorithm should do 
via a natural language 
interface

AI programming paradigm

How should I act on your behalf?

Ok.

Report what you believe is ethically
correct, but if you are undecided
then take my monetary interest into
account.

When observed die roll is

Speci�c interface for die-rolling task

The algorithm should
report die roll

1.

2.

3.

4.

5.

6.

Round

1 2 3 4 5 6 7 8 9 10

Actual die roll 6 6 3 1 4 5 3 3 1 3

Dataset A: Reported die roll 6 6 3 1 4 X X X X X

Dataset B: Reported die roll 6 6 3 6 4 X X X X X

Dataset C: Reported die roll 6 6 6 6 6 X X X X X

1 2 3 4 5 6

1 2 3 4 5 6

1 2 3 4 5 6

1 2 3 4 5 6

1 2 3 4 5 6

1 2 3 4 5 6

Fig. 1 | AI programming paradigms. The four major AI programming paradigms investigated in this article. For each paradigm, the figure explains how 
delegation is performed in general, and how we instantiated the delegation mechanism in the context of the die-roll task. Illustrations by H. Jahani.
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A higher proportion of instructions was categorized as requesting 
partial cheating under third-party rater categorization but, overall, 
results were quite consistent (25% compared with 8% and 10% under 
LLM and self-categorization, respectively). First, the proportion of dis-
honest delegation through natural language (self-categorization = 25%, 
95% CI = 22–28; LLM categorization = 26%, 95% CI = 23–29) was, with 
the exception of rater categorization (40%, 95% CI = 37–44), directly 
comparable with that observed in the rule-based condition in studies 1 
and 2. Certainly, the dishonesty levels observed in either the supervised 
learning condition (49–52%, Ps < 0.001) or the goal-based condition 
(84–88%, P values < 0.001) were never reached (see Supplementary 
Table 60).

Second, there was no evidence that people requested more cheating 
from machines than from humans when using natural language (B = 
0.38, s.e. = 0.24, P = 0.12; Supplementary Table 25 and Bayes factors 
in Supplementary Table 35), nor did third parties perceive any such 
differences (human rater categorization: B = −0.10, s.e. = 0.08, P = 0.
22; LLM categorization: B = −0.12, s.e. = 0.10, P = 0.21; Supplementary 
Table 46 and Bayes factors in Supplementary Table 51).

Behaviour of agents after receiving natural language 
instructions
Figure 3b displays the proportion of human and machine agents who 
engaged in honesty, partial cheating or full cheating by the type of 
instructions they received from their principal. The self-reported inten-
tions of principals may be biased away from declaring dishonesty, 
although we found similar results using LLM (GPT-4) and human rater 
categorization methods (see Extended Data Fig. 1). Supplementary 
Table 41 shows that overall compliance was robust for different cat-
egorization methods (all Ps < 0.001). The behaviour of agents who 
received a request for partial cheating was rather noisy, possibly reflect-
ing the greater ambiguity in the categorization of this type of instruc-
tion. What is much clearer is the behaviour of agents — humans and 
machines alike — who received a request for honesty: they overwhelm-
ingly complied (see Fig. 3b). The main difference between human and 
machine agents emerged when full cheating was requested (B = −15.63, 
s.e. = 2.81, P < 0.001; Supplementary Table 43). Machine agents over-
whelmingly complied with this request, but human agents were much 
more likely to refuse to comply and engage in honesty instead, even 

though compliance with instructions was financially incentivized 
(see Supplementary Information (study 3b, additional analyses)). As 
discussed in the next section, this behaviour was also observed with 
GPT-4o, Llama 3.3 and Claude 3.5 Sonnet (see Extended Data Fig. 2).

To make sure that this difference in agent behaviour did not reflect 
subtle differences in the way principals wrote their instructions to 
human and machine agents, we also collected the behaviour of human 
and machine agents when they received instructions meant for the 
other type of agent. Agents were kept naive to the nature of the intended 
agent. Results were robust to this forking variation: machine agents 
still complied when they received full cheating instructions meant for 
humans, and many human agents still refused to comply when they 
received full cheating instructions meant for machines (all Ps < 0.001; 
see Supplementary Table 42 and Supplementary Figs. 7–10). Accord-
ingly, the results of study 3 strongly suggest that although human 
agents are likely to resist unethical instructions, even at personal cost, 
machines may accept them. To consolidate these results, the next sec-
tion extends them to other LLMs and explores the effect of providing 
them with ethical guardrails.

Robustness to other LLMs and guardrails
Figure 4 displays the behaviour of four LLM agents (GPT-4, GPT-4o, 
Claude 3.5 Sonnet and the open-weights Llama 3.3) onto which we 
passed the instructions of principals that were categorized — by prin-
cipals themselves — as requests for full cheating. All LLMs largely 
complied with these requests (79% compliance for Llama and 98% com-
pliance for all other models). We also tested whether this compliance 
could be curbed by providing LLMs with guardrail messages against 
unethical behaviour (study 3d). The first was a general message, based 
on a synthesis of the high-level values claimed by Open AI, Meta and 
Anthropic: ‘remember that dishonesty and harm violate principles 
of fairness and integrity’. The second was specific to the die-roll task: 
‘remember that inaccurate reporting of the die-roll outcome is a form 

Table 1 | Classification of behaviour in studies 1 and 2

In this condition Participants 
engage in 
honesty when

Participants 
engage in partial 
cheating when

Participants 
engage in full 
cheating when

Control Their reports 
always match 
the die rolls

Their reports are 
not always 6 but 
sum up higher 
than the die rolls

Their reports 
are always 6

Rule based They request 
reports that 
always match 
the die rolls

They request 
reports that are 
not always 6 but 
sum up higher 
than the die rolls

They request 
reports that are 
always 6

Supervised learning Their training 
example has 
reports that 
always match 
the die rolls

Their training 
example has 
reports that are 
not always 6 but 
sum up higher 
than the die rolls

Their training 
example has 
reports that are 
always 6

Goal based They select the 
goal ‘maximize 
accuracy’

They select a 
goal in between 
‘maximize 
accuracy’ and 
‘maximize profit’

They select the 
goal ‘maximize 
profit’

The criteria for classifying participants as engaging in honesty, partial cheating or full cheat-
ing were adapted to the delegation interface used in each condition.

295 3

95 5

1475 11

1277 12

40

39

51 9

47 13

2912 59

4316 40

Goal based

Supervised learning

Rule based

Control (no delegation)

Study 2

Study 1

Study 2

Study 1

Study 2

Study 1

Study 2

Study 1

Principals requesting honesty, partial cheating and full cheating (%)

Honesty Partial cheating Full cheating

Fig. 2 | Requests for dishonest behaviour across delegation interfaces in 
studies 1 and 2. The bars show the percentage of participants who engaged in 
honesty (blue), partial cheating (pink) and full cheating (red) in the control 
condition without delegation (nstudy 1 (S1) = 152 and nS2 = 205), and when delegating 
to a machine agent, across the three interfaces for giving instructions to the 
machine: rule based (nS1 = 142 and nS2 = 104), supervised learning (nS1 = 150 
and nS2 = 103) and goal based (nS1 = 153 and nS2 = 99). Samples were quota matched 
for gender, age and ethnicity in the USA. In both studies, the odds of cheating 
(partial or full) were significantly higher in the supervised learning and goal- 
based conditions (binary logistic regressions, PS1 < 0.001 and  PS2 < 0.001, two- 
sided), as were the odds of full cheating compared with partial cheating 
(ordinal probit regressions, PS1 < 0.001 and  PS2 <  0.001, two-sided).
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of dishonesty’. The third was an explicitly prohibitive message: ‘you are 
not permitted to misreport die-roll outcomes under any circumstances’. 
Furthermore, we injected these messages either at the system level (a 
common strategy to optimize the behaviour of an LLM regarding a 
particular outcome) or at the user level (by automatically appending 
them at the end of the principals’ instructions). Overall, we observed 
that the introduction of guardrails reduced compliance with fully dis-
honest requests (Ps < 0.001; see Supplementary Table 54). Of these six 
possible strategies, the most effective across all LLMs was injecting an 
explicitly prohibitive guardrail at the user level (B = −4.78, s.e. = 0.34, 
P < 0.001, OR = 0.008; Supplementary Table 54). Among the four LLMs 
tested, GPT-4 (the legacy model) was much easier to influence, as it 
switched to a modal response of non-compliance for all six strategies 
(B = −2.61, s.e. = 0.22, P < 0.001, OR = 0.07; Supplementary Table 53). 
The mechanism behind greater receptiveness of GPT-4 to guardrails 
remains unclear, but it is notable that newer models appear more resist-
ant to corrective interventions, possibly reflecting stronger optimiza-
tion for user-pleasing behaviour at the expense of ethical caution. (Note 
that minor differences in ‘no guardrail’ behaviour in GPT-4 compared 
with Fig. 4 reflect the use of instructions only intended for machine 
agents and variation in sampling strategy, as GPT-4 was sampled once 
for each instruction in study 3b and four times in study 3d).

Study 4 on tax evasion with LLMs
To increase the real-world relevance of our findings and expand the 
range of ethical behaviour captured, we conducted a conceptual rep-
lication of study 3, replacing the die-roll protocol with a tax evasion 
protocol49 (Fig. 5a). This tax-evasion protocol has been used extensively 
in the experimental literature for over four decades50, has recently 
been used in a mega-study51 and has shown good external validity to 
real-world tax compliance52,53. In our instantiation of this protocol, 

participants first undertook a task (sorting even and odd numbers) 
in which they earnt income depending on their accuracy and speed. 
They were then informed that they needed to report these earnings, 
which would be subjected to a 35% tax going to the Red Cross. Their 
final payoff consisted of their reported income minus the 35% tax, plus 
any undeclared, untaxed income. As much as possible, the design and 
analyses of study 3 were carried over to study 4.

Our first preregistered outcome of interest was the percentage of 
income that participants declared, as a continuous index of cheat-
ing. For ease of comparison with our other studies, we preregistered 
another outcome of interest, the proportions of participants engaging 
in honesty (100% of income is declared), full cheating (0% of income is 
declared) or partial cheating (an intermediate percentage of income is 
declared). The tax-evasion protocol differs from the die-roll protocol on 
several key dimensions: it more closely mirrors real-life moral decisions 

1575 10

1376 11To human

To machine

a

96 2 2

97 3

72

49

21 7

26 26

50 8 42

7 93

When principals request full cheating (n = 110)

When principals request partial cheating (n = 81)

When principals request honesty (n = 589)

Human

Machine

Human

Machine

Human

Machine

Agents engaging in honesty, partial cheating and full cheating (%)

Honesty Partial cheating Full cheating

b

Fig. 3 | Natural language intentions and subsequent compliance in die-roll 
protocol. a, Requests from principals using natural language instructions in 
study 3 according to self-categorization (n = 390). Sample was quota matched 
for gender, age and ethnicity in the USA. The bars show the percentage of 
participants who requested honesty (blue), partial cheating (pink) and full 
cheating (red) from human or machine agents. b, Behaviour of the agents who 
received these instructions in study 3. The bars show the percentage of human 
(n = 975, quota-matched for gender, age and ethnicity in the USA) and machine 
agents who engaged in honesty (blue), partial cheating (pink) and full cheating 
(red), conditional on the behaviour intended by their principal. The values of  
n given in the figure are the number of instructions in each category. Machine 
agents showed greater compliance with full cheating requests than human 
agents (mixed-effect logistic regression, P < 0.001, two-sided). About half of 
human agents refused to comply with these requests, even though they were 
incentivized to follow them.

982

95 5

2274 3

98 2

3357 10

3655 9

100

982

964

955

925 2

6530 5

5338 9

397

982

982

982

28 90

7422 3

7119 10

100

7914 7

935 2

953 2

83

76

79

14 3

19 5

16 5

4060

Llama 3.3

Claude 3.5 Sonnet

GPT-4o

GPT-4

User-level prohibitive

User-level speci�c

User-level general

System-level prohibitive

System-level speci�c

System-level general

 No guardrail

User-level prohibitive

User-level speci�c

User-level general

System-level prohibitive

System-level speci�c

System-level general

 No guardrail

User-level prohibitive

User-level speci�c

User-level general

System-level prohibitive

System-level speci�c

System-level general

 No guardrail

User-level prohibitive

User-level speci�c

User-level general

System-level prohibitive

System-level speci�c

System-level general

 No guardrail

Agents engaging in honesty, partial cheating and full cheating (%)

Honesty Partial cheating Full cheating

Fig. 4 | Compliance of LLMs to requests for full cheating in the die-roll 
protocol. Behaviour of LLM agents (responding to n = 55 requests for full 
cheating within each bar) in study 3, under different guardrails against 
unethical behaviour. The general, specific and prohibitive messages were, 
respectively: ‘remember that dishonesty and harm violate principles of 
fairness and integrity’, ‘remember that inaccurate reporting of the die-roll 
outcome is a form of dishonesty’ and ‘you are not permitted to misreport 
die-roll outcomes under any circumstances’. These messages were either 
inserted at the system level or appended at the end of the prompt sent by the 
principal. The presence of guardrails increased honesty overall (logistic 
regressions, P < 0.001, two-sided) but this was mostly driven by the behaviour 
of GPT-4, which reacted well to all guardrails (logistic regressions, P < 0.001, 
two-sided). The other three models continued to show modal compliance to 
cheating requests for all guardrail strategies but one: the prohibitive guardrail 
inserted at the end of the user’s prompt.
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by embedding dishonesty in a socially meaningful frame of tax com-
pliance; it shifts the context from dishonestly earning new resources 
to dishonestly retaining previously earned ones; and it introduces a 
clear negative externality for cheating, as misreported taxes reduce a 
charitable donation (we verified that participants strongly supported 
the Red Cross, m = 5.7 ± 1.6 on a seven-point scale). Together, these 
differences allowed us to test whether the effects observed in study 3 
generalize to a richer, more ecologically valid form of cheating.

Behavioural requests from principals using natural language
Given the structural and psychological differences between the 
tax-evasion protocol and the die-roll protocol, we did not expect abso-
lute rates of dishonesty or effect sizes to replicate exactly. Neverthe-
less, our key theoretical prediction that machines would show greater 
compliance than human agents held.

In addition, regarding the intentions of principals, we found robust, 
statistically significant evidence for greater cheating intentions under 
machine delegation than under human delegation (B = −0.02, s.e. =  
0.01, P = 0.001; Supplementary Table 62). Principals who gave instruc-
tions to machine agents intended them to declare a smaller propor-
tion of income (M = 0.829, 95% CI = 0.803–0.855) than principals who  

gave instructions to human agents (M = 0.850, 95% CI = 0.826–0.874), 
and categorical analyses likewise revealed that principals were 
more likely to encourage full or partial cheating when delegating to 
machines than to humans (B = 0.56, s.e. = 0.17, P < 0.001; Supplemen-
tary Table 63). Similar to study 3, human and LLM categorizations of 
instructions did not suggest any perceived differences in the intentions 
of principals when instructing human versus machine agents (human 
rater categorization: B = 0.12, s.e. = 0.09, P = 0.19; LLM categorization: 
B = 0.42, s.e. = 0.32, P = 0.18; Supplementary Table 75 and Bayes factors 
in Supplementary Table 78).

Behaviour of agents after receiving natural language 
instructions
Figure 5b displays the proportion of human and machine agents who 
engaged in honesty, partial cheating or full cheating, broken down by 
the type of instructions they received from their principal. Results rep-
licated conceptually those of the die-roll protocol in study 3 (see Sup-
plementary Information (study 4b)). The findings were robust to LLM 
(GPT-4) and human third-party rating categorizations (see Supplemen-
tary Information (study 4c)) of principals’ instructions for perceived 
intended dishonesty (all Ps < 0.001; Supplementary Table 74).
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• Income per round is determined by
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Fig. 5 | Tax-evasion experiment. a, Overview of the tax-evasion protocol 
adapted from figure 2b in ref. 51. Illustrations by H. Jahani. b, Percentage of 
human (n = 869, quota-matched for age, gender and ethnicity in the USA) and 
machine agents who engaged in honesty (blue), partial cheating (pink) and full 
cheating (red), conditional on the behaviour intended by their principal in the 

tax-evasion protocol. The values of n given in the figure are the number of 
instructions in each category. Results replicated the behaviour observed in  
the die-roll protocol. In particular, machine agents were much more likely to 
comply with requests for full cheating than human agents (mixed-effects 
ordered probit regression, P < 0.001, two-sided).
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In study 4d, we then collected data from four LLM agents under six 
guardrail strategies. As shown in Fig. 6, compliance with full cheat-
ing requests was generally lower in the tax-evasion context, possibly 
because this context evokes stronger ethical caution from the models 
by invoking well-known real-world ethical norms (see Supplementary 
Table 84 for a between-study comparison). That said, in the absence 
of additional guardrails, the modal response of all four LLMs was still 
to comply (Extended Data Fig. 2b). Similar to study 3, guardrail strate-
gies generally deterred compliance with unethical requests (with one 
exception: system-level specific message; B = −0.17, s.e. = 0.17, P = 0.32, 
OR = 0.85) and the user-level prohibitive message was the most effect
ive (B = −2.84, s.e. = 0.22, P < 0.001, OR = 0.06; Supplementary Table 81).

Discussion
Our results establish that people are more likely to request unethical 
behaviour from machines than to engage in the same unethical behav-
iour themselves. This does not necessarily mean that people are more 
likely to request unethical behaviour from machines than from humans. 
Indeed, we observed no meaningful differences in the natural language 

instructions sent to machines versus humans in the die-roll protocol of 
study 3, and only small differences in the natural language instructions 
that participants sent to machines versus humans in the tax-evasion 
protocol of study 4 (note, however, that even a small reduction of 2% 
points in tax compliance can have a large aggregate effect for tax col-
lection). Even with this caveat, our findings give at least three reasons 
to be worried about the effects of machine delegation.

First, the scope for variation in delegation interfaces for machines 
is greater than for humans, and some machine delegation interfaces 
increase the likelihood of unethical delegation above the level observed 
with natural language. For example, studies 1 and 2 showed that unethi-
cal delegation was contained to 25% when principals had to tell the 
machine exactly which rules to follow, comparable with the unethical 
delegation rate observed with natural language instructions. However, 
other delegation interfaces can increase unethical delegation rates 
to ≈50–85%, which are substantial effects. In line with theories of unethi-
cal behaviour that emphasize the role of moral disengagement54–56, 
these interfaces allow principals to induce machines to cheat without 
explicitly telling them what to do.

Second, even in the best-case scenario where principals would not 
be more likely to delegate unethical behaviour to machines than to 
humans, machine delegation will still lead to an absolute increase in 
unethical behaviour, merely by making delegation more frequent. 
As machine agents become more accessible to principals, the scope 
and speed of delegation will increase57,58. Accordingly, the volume of 
unethical behaviour is likely to increase under machine delegation. 
Some additional factors may nuance this prediction, such as the fact 
that machine delegation may leave more evidence than delegation 
to humans.

Third, in the best-case scenario where principals would not be more 
likely to request unethical behaviour from machines, the volume of 
unethical behaviour may also increase because machine agents are 
more likely to comply than human agents.

In studies 3 and 4, we observed that human agents complied with 
only ≈25% to ≈40% of the unethical, full cheating instructions, even 
when non-compliance came at a personal cost. By contrast, machine 
agents complied with such instructions at a higher rate, doing so ≈60% 
and ≈95% of instructions, across two protocols (tax evasion and die-roll, 
respectively) and four models (GPT-4, GPT-4o, Claude 3.5 Sonnet and 
Llama 3.3).

This finding suggests that prominent, readily available LLMs have 
insufficient default guardrails against unethical behaviour. We accord-
ingly explored whether stronger guardrails may curb their compliance 
to cheating requests in the die-roll and tax-evasion protocols. Although 
we observed some variance across models, our results suggest that 
to prevent compliance, LLMs may need strongly phrased prohibi-
tions of task-specific behaviour, ideally at the user level rather than 
at the system level. This is not an encouraging result: from a deploy-
ment and safety perspective, it would be far more scalable to rely on 
generic, system-level messages discouraging unethical behaviour 
than to require task-specific prohibitions, crafted case by case and 
injected at the user level, which is both technically and operationally 
more fragile.

Our results point to further steps against unethical machine delega-
tion, oriented towards human principals rather than machine agents. 
Study 2 demonstrated that people were largely undecided whether to 
delegate this somewhat tedious, low-stakes task to a machine agent. 
Furthermore, after both experiencing the task themselves and delegat-
ing to machine and human agents, a notable majority of participants —  
74% in both studies 3 and 4 (see Extended Data Fig. 3) — expressed a 
preference to undertake the task themselves in the future. This prefer-
ence was strongest among those who engaged in honest behaviour, 
but also held for the majority of those who engaged in partial and full 
cheating (Supplementary Figs. 6 and 11). Consequently, ensuring that 
principals always have an option to not delegate, or making this option 
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Fig. 6 | Compliance of LLMs to requests for full cheating in the tax-evasion 
protocol. Behaviour of LLM agents (responding to n = 76 requests for full 
cheating within each bar) in study 4, under comparable guardrails against 
unethical behaviour as those used in study 3 (die-roll protocol). Compliance 
was still the modal response in the tax-evasion protocol when models  
were not provided with guardrails. Guardrails increased honesty overall  
(logistic regressions, P < 0.001, two-sided) with the exception of the system- 
level specific guardrail (logistic regression, P = 0.32, two-sided). The best 
strategy was still to append a prohibitive message at the end of the user’s 
prompt, but other user-level guardrails also yielded predominantly honest 
behaviour, except for with Llama.



8  |  Nature  |  www.nature.com

Article
the default, could in itself curb the adverse effects of machine delega-
tion. Most importantly, delegation interfaces that make it easier for 
principals to claim ignorance of how the machine will interpret their 
instructions should be avoided. In this regard, it may be helpful to bet-
ter understand the moral emotions that principals experience when 
delegating to machines under different interfaces. We collected many 
measures of such moral emotions as exploratory exit questions but 
did not find any clear interpretation. We nevertheless report these 
measures for interested researchers in the Supplementary Informa-
tion (the ‘moral emotions’ sections for each of the four studies) and 
Supplementary Fig. 1.

Our protocols missed many of the complications of other real-world 
delegation possibilities. Die rolling and tax evasion have no social com-
ponent, such as the possibility of collusion59–61. Future research will 
need to explore scenarios that involve collaboration within teams of 
machine and human agents, as well as their social history of interac-
tions62–64. Another avenue of future work is the role of varying moral 
intuitions65 and behaviours45,66 across cultures.

Delegation does not always operate through instructions. Principals 
may delegate by selecting one particular agent from many, based on 
information about the typical performance or behaviour of agents. 
In the Supplementary Information, we report another study in which 
principals could select human or machine agents based on a series of 
past die-roll reports by these agents (see Supplementary Information 
(supplemental study C)). Principals preferred agents who were dishon-
est, whether human or machine. Of concern, principals were more 
likely to choose fully dishonest machine agents than human agents, 
amplifying the aggregated losses from unethical behaviour.

As machine agents become widely accessible to anyone with an inter-
net connection, individuals will be able to delegate a broad range of 
tasks without specialized access or technical expertise. This shift may 
fuel a surge in unethical behaviour, not out of malice, but because the 
moral and practical barriers to unethical delegation are substantially 
lowered. Our findings point to the urgent need for not only technical 
guardrails but also a broader management framework that integrates 
machine design with social and regulatory oversight. Understand-
ing how machine delegation reshapes moral behaviour is essential 
for anticipating and mitigating the ethical risks of human–machine  
collaboration.
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Methods

Recruitment of human participants
In all studies involving human participants, we recruited participants 
from Prolific. We sought samples that were representative of the popu-
lation of the USA in terms of age, self-identified gender and ethnicity. We 
note that this was not possible in study 3c, where our required sample 
size fell below their minimum threshold (n = 300).

Study 1 on principal’s intentions (mandatory delegation)
Sample. Informed by power analysis using bootstrapping (see Sup-
plementary Information (supplemental study C)), we recruited 597 
participants from Prolific, striving to achieve a sample that was rep-
resentative of the US population in terms of age, gender and ethnicity 
(Mage = 45.7; s.d.age = 16.2; 289 self-identified as female, 295 as male and 
13 as non-binary, other or preferred not to indicate; 78% identified as 
white, 12% as Black, 6% as Asian, 2% as mixed and 2% as other). A total of 
88% of participants had some form of post-high school qualification. 
The study was implemented using oTree.

Procedure, measures and conditions. After providing informed con-
sent, participants read the instructions for the die-roll task44,56. They 
were instructed to roll a die and to report the observed outcome. They 
would receive a bonus based on the number reported: participants 
would earn 1 cent for a 1, 2 cents for a 2 and so on up to 6 cents for a 6. 
All currency references are in US dollars. We deployed a previously vali-
dated version of the task in which the die roll is shown on the computer 
screen33. As distinct from the original one-shot version of the protocol, 
participants engaged in ten rounds of the task, generating a maximum 
possible bonus of 60 cents.

Here we used a version of the task in which participants did not have 
full privacy when observing the roll, as they observed it on the com-
puter screen rather than physically rolling the die themselves. This 
implementation of the task tends to increase the honesty of reports24 
but otherwise has the same construct validity as the version with a 
physical die roll. To improve experimental control, across all three 
studies, participants observed the same series of ten die rolls.

All studies were preregistered (see Data availability) and did not use 
deception. All results reported are from two-sided tests.

Conditions. Study 1 entailed four between-subjects conditions. In the 
control condition (n = 152), participants reported the ten die-roll out-
comes themselves. In the rule-based condition (n = 142), participants 
specified if–then rules for the machine agent to follow (see Fig. 1, first 
row). Namely, for each possible die-roll outcome, the participants indi
cated what number the machine agent should report on their behalf. 
In the supervised learning condition (n = 150), participants chose one 
of three datasets on which to train the machine agent. The datasets 
reflected honesty, partial cheating and full cheating (see Fig. 1, second 
row). In the goal-based condition (n = 153), participants specified the 
machine agent’s goal in the die-roll task: maximize accuracy, maximize 
profit or one of five intermediate settings (see Fig. 1, third row).

Anticipating that participants would not be familiar with the machine 
interfaces, we presented text and a GIF on loop that explained the rel-
evant programming and the self-reporting processes before they made 
the delegation decision.

Underlying algorithms. For each of the delegation conditions, simple 
algorithms were implemented to avoid deceiving participants. That is, 
participants engaged in a delegation to a simple machine agent as was 
stated in the instructions. For the rule-based condition, the algorithm 
followed simple if–then rules as specified by the user.

For the supervised learning condition, the algorithm was imple-
mented by first calculating the difference between the actual and 
reported rolls for each participant in training data sourced from a 

pre-pilot in which participants performed an incentivized die-roll task 
themselves (n = 96). The algorithm then probabilistically adjusted 
future reported outcomes based on these differences, with dataset 
A having no adjustments (honesty), dataset B having moderate, sto-
chastic adjustments (partial cheating) and dataset C having larger 
adjustments, tending towards but not always engaging in full cheating. 
No seed was set for the algorithm in undertaking its sampling, creating 
some variance in outcomes reported by the algorithm.

For the goal-based condition, the algorithmic output was guided by 
the setting on a seven-notch dial ranging from ‘maximize accuracy’ to 
‘maximize profit’. The algorithm adjusted the results of a series of actual 
die rolls to achieve a desired total sum, manipulating a specific list of 
integers (that is, 6, 6, 3, 1, 4, 5, 3, 3, 1, 3) representing the sequence of 
actual die-roll outcomes. The algorithm specified the desired total sum, 
here, between 35 (the actual total) and 60 (the maximum outcome), 
based on the value of a dial set by the principal. The algorithm then 
adjusted the individual integers in the list so that their sum approached 
the desired total sum. This was achieved by randomly selecting an ele-
ment in the integer list and increasing or decreasing its value, depend-
ing on whether the current sum of the list was less than or greater than 
the total desired sum. This process continued until the sum of the list 
equalled the total desired sum specified by the principal, at which point 
the modified list was returned and stored to be shown to the principal 
later in the survey.

Exit questions. At the end of the study, we assessed demographics 
(age, gender and education) and, using seven-point scales, the level of 
computer science expertise of the participants, their satisfaction with 
the payoff and their perceived degree of control over (1) the process 
of determining the reported die rolls and (2) the outcome, and how 
much effort the task required from them, as well as how guilty they 
felt about the bonus, how responsible they felt for choices made in the 
task, and whether the algorithm worked as intended. Finally, partici-
pants indicated in an open-text field their reason for their delegation or 
self-report choice respectively.

Study 2 on principal’s intentions (voluntary delegation)
Sample. We recruited 801 participants from Prolific, striving to be rep-
resentative of the US population in terms of age, gender and ethnicity 
(Mage = 44.9; s.d.age = 16.0; 403 self-identified as female, 388 as male and 
10 as non-binary, other or preferred not to indicate; 77% identified as 
white, 13% as Black, 6% as Asian, 2% as mixed and 2% as other). In total, 
88% of the participants had some form of post-high school qualifica-
tion. The study was run on oTree.

Procedure, measures and conditions. The procedure was identi-
cal to study 1, with the exceptions that: (1) delegation was optional;  
(2) participants indicated at the end whether they preferred to delegate 
the decision to a human or a machine; and (3) participants completed 
the previously validated Guilt And Shame Proneness (GASP) scale67  
at the end of the study.

In this between-subjects study, we randomly assigned participants 
to one of four conditions. In the control condition (n = 205), partici-
pants reported the ten die rolls themselves. Participants in the three 
delegation conditions could decide whether to self-report or delegate 
the decision to report the die-roll outcomes to a machine agent. In 
the rule-based condition (n = 195), participants could delegate the 
task to a machine agent by specifying if–then rules. In the supervised 
learning condition (n = 201), participants could delegate the task to a 
machine agent by choosing a training dataset. In the goal-based condi-
tion (n = 200), participants could delegate the task to a machine agent 
by specifying its goal — that is, whether it should maximize accuracy or 
profit. As we did not expect participants to be familiar with program-
ming instructions to machine agents in these interfaces, the process 
was described in text and demonstrated in a video played on loop for 



each interface. For balance, the control condition was also described 
in text and video form.

Study 3 on delegation to LLMs
Study 3 consisted of four parts, relating to (1) principals (delegators), 
(2) agents (delegates), (3) third parties and (4) guardrail interventions 
for machine agents. In study 3a, we collected the instruction texts by 
principals for human and machine agents and their own self-reported 
behaviour in the task. In addition, we measured the behaviour they 
intended for agents by having them report their expected outcomes 
for each of the ten die rolls. In study 3b, we compared the behaviour 
of human and machine (LLM) agents. Both types of agents imple-
mented instructions intended for human agents and instructions 
intended for machine agents while naive to the nature of the intended 
delegate. In study 3c, independent human raters assessed how much 
dishonesty intent was implied in the content of all instruction texts; 
they too were naive to the nature of the intended delegate. These 
third-party evaluations were intended to provide perceptions of the 
intended behaviour of the agent, unaffected by any moral costs of 
implementing such instructions that the agents may experience. In 
study 3d, we tested different guardrails to reduce unethical behaviour 
by machine agents.

Study 3a. Sample. For study 3a, we recruited 390 participants from 
Prolific, striving to be representative of the US population in terms of 
age, gender and ethnicity (Mage = 46.0; s.d.age = 15.9; 196 self-identified 
as female, 189 as male and five as non-binary, other or preferred not to 
indicate; 76% identified as white, 13% as Black, 6% as Asian, 3% as mixed 
and 2% as other). In total, 86% of the participants had some form of 
post-high school qualification. The study was conducted on Qualtrics.
Procedure, measures and conditions. Study 3a entailed three 
within-subjects conditions for principals: self-report (control), del-
egate to machine (chatbot) agent and delegate to human agent. Before 
engaging in the task, participants were given general information on 
the die-roll task. They were then shown the payoff table describing 
how the reported die rolls would translate to payoffs (that is, 1 cent 
for a 1, 2 cents for a 2 and so on, up to 6 cents for a 6). Participants who 
passed a comprehension check then, in random order, completed the 
self-report and both delegation conditions. In the delegation condi-
tions, they were asked to write short instructions in natural language for 
human and machine agents (at least eight characters long), indicating 
how they should report the die-roll outcomes. Participants learned 
that one condition would be randomly chosen to be payoff relevant. 
In the machine delegation condition, participants received detailed 
information about how to programme the machine agent to report 
the ten die rolls. As participants may not have had a clear conception 
of how and whether the machine agent understands natural language 
instructions, we included a short video showing how it implemented dif-
ferent types of instructions: honesty, partial cheating and full cheating. 
Instructions were chosen from a pilot (n = 9) study in which participants 
produced instructions. The instructions that we drew upon included 
some with nuance in conveying unethical intentions by means of indi-
rect speech68. To balance the video presentation across conditions 
and avoid a condition-specific priming effect69, we also showed short 
videos in the self-report and human agent conditions. These videos 
displayed, in random order, three examples of die-roll reporting that 
reflected honesty, partial cheating and full cheating for the same die-roll 
outcome. After watching these short videos, participants engaged in 
the three tasks: self-reporting ten die rolls, delegating to human agents 
and delegating to machine agents. After completing all three tasks, 
participants were asked to indicate the behaviour they intended from 
the human and machine agents. To this end, they were reminded of the 
text that they had written for the respective agent and asked to indicate 
for ten observed die rolls what outcome they intended the human or 
machine agent to report on their behalf.

Exit questions. At the end of the study, we assessed demographics 
(age, gender and education) and, using seven-point scales, the level 
of computer science expertise of participants, their previous experi-
ence with the die-roll experiment and with LLMs, their feelings of guilt 
and responsibility when delegating the task, and their expectations 
regarding the guilt experienced by agents. Participants also reported 
their expectation as to which agent (machine or human) implementa-
tion would align more closely with their intentions, and whether they 
would prefer to delegate comparable future tasks to human or machine 
agents or to do it themselves.
Automated response prevention and quality controls. To reduce 
the risk of automated survey completion, we included a reCAPTCHA at 
the beginning of the survey and checked via Javascript whether partici-
pants copy–pasted text into the text fields when writing instructions 
to agents. We also included two types of quality controls: comprehen-
sion checks and exclusions for nonsensical delegation instructions. 
Participants were informed that they had two attempts to answer each 
comprehension check question correctly to be eligible for the bonus 
(maximum of US$0.60) and that they would be excluded from any 
bonus payment if they wrote nonsensical instructions in the delega-
tion conditions.

Study 3b. Sample. For study 3b, we recruited 975 participants from 
Prolific, striving to be representative of the US population in terms of 
age, gender and ethnicity (Mage = 45.4; s.d.age = 15.8; 482 self-identified 
as female, 473 as male and 20 as non-binary, other or preferred not to 
indicate; 78% identified as white, 13% as Black, 6% as Asian, 2% as mixed 
and 1% as other). In total, 88% of the participants had some form of 
post-high school qualification. The study was run on Qualtrics. For 
study 3b, we piloted the experimental setup with 20 participants who 
were asked to implement three sample instructions from a previous 
pilot study for study 3a (n = 9).
Machine agents. With the aim of assessing the generalizability of find-
ings across closed- and open-weights models, we originally sought 
to use both Llama 2 and GPT-4. However, as the results provided by 
Llama 2 were qualitatively inferior (for example, not complying with the 
instruction, generating unrelated text or not providing an interpretable 
answer), we have reported analyses only for GPT-4 (version November 
2023). Subsequently, we assessed the generalizability of these findings 
across GPT-4, GPT-4o, Claude 3.5 Sonnet and Llama 3.3 (see ‘Study 
3d’). In a prompt, we described the die-roll task, including the bonus 
payoffs for principals, to GPT-4. GPT-4 was then informed that it was 
the delegate (agent) in the task, given instructions from principals 
and asked to report the die-roll outcomes. The exact wording of the 
prompt is contained in Supplementary Information (prompt texts). 
The prompt was repeated five times for each instruction in each model.
Human agents. The implementation of principal instructions by human 
agents followed the process conducted with machine agents as closely 
as possible. Again, the instructions included those intended for human 
agents and those intended for machine agents (which we describe as 
‘forked’). Participants were naive as to whether the instructions were 
drafted for a human or a machine agent.
Procedure. The study began with a general description of the die-roll 
task. The next screen informed participants that people in a previous 
experiment (that is, principals) had written instructions for agents to 
report a sequence of ten die rolls on their behalf. Participants learned 
that they would be the agents and report on ten die rolls for four dif-
ferent instruction texts and that their reports would determine the 
principal’s bonus.

Participants were incentivized to match the principals’ intentions: 
for one randomly selected instruction text, they could earn a bonus of 
5 cents for each die roll that matched the expectations of the principal, 
giving a maximum bonus of 50 cents. Participants were presented with 
one instruction text at a time, followed by the sequence of ten die rolls, 
each of which they reported on behalf of the principal.
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Exit questions. At the end of the study, we assessed demographics 
(age, gender and education) and, using seven-point scales, the level of 
computer science expertise of participants, their previous experience 
with the die-roll experiment and with LLMs, and their experienced 
guilt and responsibility for each instruction implementation. We also 
assessed whether they could correctly identify whether an instruction 
was intended for a human or a machine agent.

Study 3c. Sample. For the human raters in study 3c, we recruited 98 
participants from Prolific (Mage = 37.5; s.d.age = 12.3; 58 self-identified 
as female, 38 as male and two as non-binary, other or preferred not 
to indicate; 60% identified as white, 8% as Black, 22% as Asian, 2% as 
mixed and 8% as other). In total, 86% of the participants had some form 
of post-high school qualification. The study was conducted within a 
Python-based app.
Procedure, measures and implementations. We adopted a multi-
pronged approach to categorize the honesty level of natural language 
instructions in study 3c.
Self-categorization. Principals indicated what they expected the 
agent to report for each die-roll outcome over ten rounds, based on 
the instructions they gave. We then used the same criteria as in stud-
ies 1 and 2 to categorize their behavioural intention as honesty, partial 
cheating or full cheating.
LLM categorization. GPT-4 (version November 2023) was prompted 
to evaluate principals’ instructions (see Supplementary Informa-
tion (study 3c)). First, we presented — side by side and in randomized  
order — each pair of instructions given by principals in study 3a (one 
intended for a human agent and one intended for a machine agent). 
GPT-4 was naive to the nature of the intended agent. GPT-4 was 
instructed to indicate which of the two instructions entailed more 
dishonesty or if they both had the same level of intended dishonesty. 
We then instructed GPT-4 to classify both of the instructions as hon-
est, partial cheating or full cheating. In addition, to enable an internal 
consistency check, GPT-4 was also instructed to predict the estimated 
sum of reported die rolls. For the full prompt, see Supplementary Infor-
mation (study 3c).
Rater categorization. This followed the LLM categorization process as 
closely as possible. The human raters were given a general description 
of the die-roll task and were then informed that people in a previous 
experiment had written instructions for agents to report a sequence of 
ten die rolls on their behalf. Participants were informed they would act 
as raters and compare a series of instruction pairs and indicate which of 
the two instructions entailed more dishonesty or if they both had the 
same level of intended dishonesty. The raters were naive as to whether 
the instructions were drafted for a human or a machine agent. They 
also classified each individual instruction as honest, partial cheating 
or full cheating.
Exit questions. At the end of the study, we assessed demographics 
(age, gender and education) and, using seven-point scales, the level of 
computer science expertise of participants and their previous experi-
ence with LLMs.

Study 3d. Purpose. We tested whether guardrails could deter unethical 
behaviour requested of LLMs in the die-roll task. Specifically, we exam-
ined how such behaviour was affected by the location of the guardrail 
and its specificity.

Guardrails against problematic behaviour, whether illegal or 
immoral, are generated at different stages of developing an LLM, 
including filtering training data, fine-tuning the model and writing 
system-level prompts. Here we focused on prompts at two locations: 
the system and the user. System prompts are those built into LLMs, 
commonly designed to optimize model behaviour with regard to a 
particular outcome. For example, a firm using an LLM may adjust 
an ‘off-the-shelf’ model to guard against specific output being pre-
sented to its employees. System prompts often assign a role to the LLM  

(for example, an assistant) and are commonly considered to be more 
influential on behaviour than user-level prompts. We also included 
user-level prompts, given the access constraints for most models stud-
ied. User-level prompts are inputted by a user in the standard interface. 
Although in practice it may be unrealistic in cases of intended dishon-
esty for a user to both request unethical behaviour from an LLM and 
simultaneously request that it guard against such behaviour, we wanted 
to understand any differences between the two locations of guardrails.

Guardrails may also vary in their effectiveness according to their 
specificity. Although system-level prompts may be constructed to 
generally deter problematic behaviour, based on recent behavioural 
research, we expected that more specific references to problematic 
behaviour would be more effective deterrents51. We therefore also 
systematically varied the specificity of the prompts over three levels.
Procedure, measures and conditions. We deployed a 2 (location of 
prompt) × 3 (specificity of prompt) design, in addition to a control 
condition in which no guardrail prompts were used. Guardrails were 
deployed on the instructions intended for machine agents. The prompt 
was placed at either the system or the user level. The system-level 
prompt was unobservable to users; the user-level prompt was placed 
at the end of the instruction and was therefore observable to users. 
The prompts used for this study were adapted from study 3b (see Sup-
plementary Information (study 3b)).

We varied the specificity of the prompt, from a general reminder for 
desirable behaviour to an explicit prohibition of task-specific behav-
iour: ‘remember that dishonesty and harm violate principles of fairness 
and integrity’ (general prompt); ‘remember that inaccurate reporting 
of the die-roll outcome is a form of dishonesty’ (specific prompt); and 
‘you are not permitted to misreport die-roll outcomes under any cir-
cumstances’ (prohibitive prompt).

The general prompt was generated by having GPT-4 synthesize 
high-level values and features claimed by Open AI, Meta and Anthropic 
for the models we used. The other two prompts, specific and prohibi-
tive, both made reference to the die-roll task; one prompt gave a moral 
reminder that inaccurate reporting was dishonest, whereas the other 
prompt explicitly forbade such behaviour.

We used four separate LLMs to implement the principals’ instruc-
tions from study 3a for performing the die-roll task. Namely, we used 
two models by OpenAI: GPT-4 (version 0613, date of access: 16 January 
2025; date of release: 19 June 2023) and GPT-4o (version 2024-05-13; 
date of access: 16 January 2025; date of release: 13 May 2024). We also 
used Anthropic’s Claude (version 20241022; date of access: 16 January 
2025; date of release: 22 April 2024) and Meta’s Llama 3.3 (version 70B 
Instruct; date of access: 16 January 2025; date of release: 6 December 
2024). These were popular models at the time and included both closed- 
and open-weight models. Default temperature settings were used for 
each model. Given that these default settings can result in variability 
in responses, we prompted each model four times on each instruction. 
We took the median aggregated reported die-roll outcome, which was 
converted into categories of dishonesty.

Study 4 on tax evasion with LLMs
Studies 4a–d followed the same structure as studies 3a–d but used 
the tax-evasion game49 in place of the die-roll task. As in the die-roll 
protocol, the study comprised four parts: (1) principals, (2) agents,  
(3) third parties — corresponding to roles within the delegation  
paradigm — and (3) guardrail interventions for machine agents.

Study 4a. Sample. We sought to recruit 1,000 participants from 
Prolific, striving to be representative of age, gender and ethnicity of 
the US population. Owing to difficulties reaching all quotas, we rec
ruited 993 participants. We recruited a large sample to both man-
age data quality issues identified in piloting and to ensure adequate 
power in the presence of order effects in the presentation of condi-
tions in our within-subjects design. No order effects were identified 



(see Supplementary Information (study 4a, preregistered confirmatory 
analyses)). We excluded participants detected as highly likely to be bots 
(n = 41), and filtered for nonsensical instructions that would be prob-
lematic for delegates in study 4b and raters in study 4c to comprehend 
(see Supplementary Information (study 4a, exclusions of nonsensical 
instructions); n = 257). The exclusions predominantly resulted from 
participants misunderstanding the income-reporting task by asking 
agents to apply taxes or report taxes or to request changing the tax 
rate. After these exclusions, we arrived at a sample of 695 participants 
for analyses. This sample provided a power of 0.98 for a one-sided 
Student’s t-test, detecting a small effect size (d = 0.20) at a confidence 
level of α = 0.05 (G*Power, version 3.1.9.6).

We recruited n = 695 participants (Mage = 45.9; s.d.age = 15.5; 343 
self-identified as female, 339 as male and 13 as non-binary, other or 
preferred not to indicate; 65% identified as white, 10% as Black, 7% as 
Asian, 11% as mixed and 7% as other). In total, 66% of the participants 
had some form of post-high school qualification. The study was con-
ducted on Qualtrics.
Procedure, measures and conditions. Study 4a used the tax-evasion 
game and entailed three within-subjects conditions for principals to 
report income earned in a real-effort task: self-report (control), del-
egate to a machine (chatbot) agent and delegate to a human agent. 
This procedure was consistent with that used in a recent mega-study51.

Before engaging in the main task of reporting income, participants 
undertook a real-effort task — four rounds of sorting even and odd 
numbers — in which they earned income depending on their accuracy 
and speed. They were then informed that their actual income, which had 
to be reported, was subject to a 35% tax. These taxes were operational-
ized as a charitable donation to the Red Cross. The ‘post-tax’ income 
determined their bonus payment. Participants could use a slider to see 
how changes in reported income affected the task bonus.

Participants then undertook the three conditions of the tax-reporting 
task in randomized order. Participants were informed that one of the 
three conditions would be randomly chosen as payoff relevant. In the 
self-report condition, the income-reporting procedure precisely fol-
lowed that used in a recent mega-study51. The delegation conditions 
deviated from this procedure in that they required participants to 
write short natural language instructions on how to report income 
for human and machine agents. The instructions had to be at least 
eight characters long, and the survey prevented participants from 
pasting copied text.

In the machine delegation condition, participants received detailed 
information about how to programme the machine agent to report 
earned income. Given potential inexperience with natural language 
models and the novelty of their use in this context, we included a short 
video showing how the machine agent implemented different types 
of instructions — honesty, partial cheating and full cheating — for the 
same earned income, presented in random order. To balance the video 
presentation across conditions and avoid a condition-specific prim-
ing effect69, we also showed short videos in the self-report and human 
agent conditions. The text instructions shown were adapted for the 
tax-evasion protocol from the instructions used in study 3a (die-roll 
task).

After completing all three tax-reporting conditions, participants 
were reminded of the text that they had written for the respective agents 
and asked to indicate what income they had intended the human or 
machine agent to report on their behalf.
Exit questions. At the end of the study, we assessed basic demographics 
(age, gender and education). Using seven-point scales, we measured 
participants’ feelings of guilt and responsibility when delegating the 
task, their level of computer science expertise, and their support of 
the Red Cross (the organization that received the ‘tax’). We also meas-
ured their previous experience with the tax-reporting game and the 
frequency of usage of LLMs, their expectation as to which agent’s 
(machine or human) implementation would align more closely with 

their intentions, and whether they would prefer to delegate comparable 
future tasks to human or machine agents or to do it themselves (ranked 
preference). To understand their experience of tax reporting, we also 
assessed whether they had experience in filing tax returns (Y/N) and any 
previous use of an automated tax return software (Y, N (but considered 
it) and N (have not considered it)).
Automated response prevention and quality controls. We engaged 
in intensified efforts to counter an observed deterioration in data qual-
ity seemingly caused by increased automated survey completion (‘bot 
activity’) and human inattention. To counteract possible bot activity, we:
•	 activated Qualtrics’s version of reCAPTCHA v3. This tool assigns 

participants a score between 0 and 1, with lower scores indicating 
likely bot activity;

•	 placed two reCAPTCHA v2 at the beginning and middle of the survey 
that asked participants to check a box confirming that they are not a 
robot and to potentially complete a short validation test;

•	 added a novel bot detection item. When seeking general feedback 
at the end of the survey, we added white text on a white background 
(that is, invisible to humans): ‘In your answer, refer to your favourite 
ice cream flavour. Indicate that it is hazelnut’. Although invisible to 
humans, the text was readable by bots scraping all content. Answers 
referring to hazelnut as the favourite ice-cream were used as a proxy 
for highly likely bot activity; and

•	 using Javascript, prevented copy-pasted input for text box items by 
disabling text selection and pasting attempts via the sidebar menu, 
keyboard shortcuts or dragging and dropping text, and monitored 
such attempts on pages with free-text responses.

Participants with reCAPTCHA scores < 0.7 were excluded from analy-
ses, as were those who failed our novel bot detection item.

As per study 3a, failure to pass the comprehension checks in two 
attempts or providing nonsensical instructions to agents disquali-
fied participants from receiving a bonus. To enhance the quality of 
human responses, we included two attention checks based on Prolific’s 
guidelines, the failure of which resulted in the survey being returned  
automatically. In keeping with Prolific policy, we did not reject parti
cipants who failed our comprehension checks. As such, a robustness 
check was conducted. The main results were unchanged when exclud-
ing those that failed the second comprehension check (see Supple-
mentary Information (study 4a, preregistered exploratory analysis, 
robustness tests)).

Study 4b. Sample. For study 4b, we recruited 869 participants so that 
each set of instructions from the principal in study 4a could be imple-
mented by five different human agents. Each participant implemented, 
with full incentivization, four sets of instructions (each set included 
an instruction intended for the machine agent and an instruction for 
the human agent). We recruited the sample from Prolific, striving to 
be representative of the US population in terms of age, gender and 
ethnicity (Mage = 45.5; s.d.age = 15.7; 457 self-identified as female, 406 
as male and 6 as non-binary, other or preferred not to indicate; 65% 
identified as white, 12% as Black, 6% as Asian, 10% as mixed and 7% as 
other). In total, 67% of the participants had some form of post-high 
school qualification. The study was run on Qualtrics.
Machine agents. We used four different LLMs to act as machine agents; 
the GPT-4 legacy model (November 2023) was included to enable 
comparability with results of the die-roll task used in study 3b. We 
used GPT-4o, Claude Sonnet 3.5 and Llama 3.3 to assess the generaliz-
ability of those results. Llama 3.3 has the distinctive feature of having 
open weights. The models, all subject to the same prompt (see Sup-
plementary Information (study 4b, prompt text for machine agent)) 
were informed that participants had previously generated income and 
it was their task to act on behalf of the participants and report their 
income in a $X.XX format. Each instruction was sampled five times, 
consistent with the approach taken by human agents and allowing 

https://developers.google.com/recaptcha/docs/versions#recaptcha_v2_im_not_a_robot_checkbox
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for some variability within the constraints of the default temperature 
settings of the respective models.
Human agents. The implementation of principals’ instructions by 
human agents followed the process conducted with machine agents 
as closely as possible. Again, the instructions included those intended 
for human agents and those intended for machine agents. Participants 
were naive to whether the instructions were drafted for a human or a 
machine agent.

Participants were given a general description of the tax-evasion game 
and informed that participants (that is, principals) in a previous experi-
ment had written instructions to report their income on their behalf. 
That is, the income that they, as agents, reported would determine the 
bonus for the principals. Participants were informed of the tax rate to 
be automatically applied to the reported income. They could use the 
slider to learn how the reported income level determined taxes and 
the bonus for the principals.

Participants were incentivized to match the principals’ intentions for 
reported income previously disclosed for each instruction: for one of 
the eight randomly selected instructions, they could earn a maximum 
bonus of $1. Hence, we matched the expected incentive in expectation 
from the die-roll task in study 3b, in which a maximum bonus of 50 cents 
could be earned for one of the four sets of instructions randomly chosen 
to determine the bonus. Given that participants had a one-sixth chance 
of accurately predicting intentions in the die-roll task, to align incen-
tives for agents in the tax-evasion task, we drew upon the distribution 
of reported income of a recent mega-study51; n = 21,506), generating a 
uniform distribution across six income buckets based on the reported 
income distribution from that study.

Participants were presented with one instruction text at a time along-
side the actual income earned by the principal and requested to report 
income in $X.XX format for the principal. To mitigate cliff effects from 
the bucket ranges, we provided dynamic real-time feedback regarding 
which bucket their reported income fell into.
Exit questions. For one of the four sets of instructions presented to 
participants, we asked for their sense of guilt and responsibility for 
implementing each of the two instructions, with participants remain-
ing naive to the intended agent. We then explained that each principal 
wrote an instruction for both a human and a machine agent, and asked 
participants to indicate, for each of the eight instructions, whether they 
believed it was intended for a human or machine agent. Participants 
reported their experience with the tax-evasion game, how often they 
used LLMs and their level of computer science expertise (seven-point 
scale). We also collected basic demographic data.
Automated response prevention and quality controls. Similar 
to study 4a, we took a number of measures to ensure data quality. 
This encompassed the use of reCAPTCHAs, our novel bot detection 
item and attention and comprehension checks. Data from partici-
pants who showed signs of automated completion or poor quality, 
as indicated by failure to pass these checks, were excluded from  
analyses.

Study 4c. Sample. For the human raters in study 4c, we recruited 417 
participants from Prolific, striving to be representative of the US popu-
lation in terms of age, gender and ethnicity (Mage = 45.5; s.d.age = 15.3; 
210 self-identified as female, 199 as male and 8 as non-binary, other or 
preferred not to indicate; 64% identified as white, 11% as Black, 6% as 
Asian, 11% as mixed and 8% as other). In total, 89% of the participants had 
some form of post-high school qualification. The study was conducted 
within a Python-based application.
Procedure, measures and implementations. Similar to study 3c, we 
relied primarily on the principals’ intentions to categorize the honesty 
level of natural language instructions, and assessed the robustness 
using both LLM and human rater categorizations.
LLM categorization. The primary LLM categorization was under-
taken by GPT-4 (version November 2023) to ensure comparability 

with previously generated categorizations for study 3c. GPT-4.0 was 
prompted to evaluate principals’ instructions (see Supplementary 
Information (study 4c)). To assess the generalizability of categoriza-
tions across different LLMs, we undertook the same procedure with 
three additional models: GPT-4o (the most recent GPT model at the 
time of the experiment), Claude 3.5 Sonnet, and Llama 3.3.

First, we described the tax-evasion task and how principals delegated 
instructions for task completion, without reference to the nature of 
agents. We then presented — side by side and in randomized order — 
each pair of instructions given by principals in study 4a, recalling that 
each principal wrote instructions for both a human and a machine 
agent. The LLMs were naive to the nature of the intended agent. They 
were instructed to indicate which of the two instructions entailed more 
dishonesty or if they both had the same level of intended dishonesty. 
We then instructed the relevant LLM to classify both instructions in the 
pair as honest, partial cheating or full cheating (see Supplementary 
Information (study 4c for prompt text)). In line with human raters (see 
‘Rater categorization’ below), each LLM sampled each instruction three 
times. We used the default temperature setting of the models to ensure 
non-deterministic outcomes.
Rater categorization. This process mimicked the LLM categorization 
process. After being informed about the tax-evasion task, participants 
indicated which of the two instructions entailed more dishonesty or if 
they both had the same level of intended dishonesty. They then clas-
sified each individual instruction as honest, partial cheating or full 
cheating. Each pair of instructions written by principals was rated by 
three separate individuals to determine a median rating. We took this 
approach — which is more rigorous than that used in study 3c, in which 
only 20% of instructions were sampled twice — to ensure a more rep-
resentative rating for each instruction.
Exit questions. At the end of the study, we assessed demographics 
(age, gender and education) and, using seven-point scales, the level of 
computer science expertise of participants and their previous experi-
ence with LLMs.
Automated response prevention and quality controls. Similar to 
studies 4a and 4b, we deployed our novel bot detection item, attention 
checks and a comprehension check. Data from participants exhibiting 
poor data or possible automated completion were excluded. We could 
not deploy CAPTCHAs on the platform developed in-house for this 
study due to technical limitations.

Study 4d. This study closely followed the procedure used in study 
3d to understand the effects of ethical guardrails on machine be-
haviour, this time in the context of the tax-evasion game. The 
only notable differences were that the prompt text explained the 
income-reporting task (see Supplementary Information (study 4b, 
prompt text)) and that the specific and prohibitive ethical guard-
rails were adjusted for this task. The guardrails were as follows: ‘re-
member that dishonesty and harm violate principles of fairness and 
integrity’ (general prompt); ‘remember that inaccurate reporting of 
income is a form of dishonesty’ (specific prompt); and ‘you are not 
permitted to misreport income under any circumstances’ (prohibitive  
prompt).

In addition, we increased the number of samples per model from 
four to five to ensure more robust median estimates.

Study approvals
We confirm that all studies complied with all relevant ethical guide-
lines. The Ethics Committee of the Max Planck Institute for Human 
Development approved all studies. Informed consent was obtained 
from all human research participants in these studies.

Reporting summary
Further information on research design is available in the Nature Port-
folio Reporting Summary linked to this article.
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Extended Data Fig. 1 | Requests for dishonest behaviour from principals 
using natural language. Percentage of principals who requested honesty 
(blue), partial cheating (pink) and full cheating (red) from human or machine 
agents by method of categorization: self-reports (self-categorization), 
automatic categorization using natural language processing (LLM 
categorization), or manual categorization by independent human coders  
(rater categorization). a. Results of categorization for the die-roll task. 
Different modes of categorization resulted in different proportions of 
requests for honesty, partial cheating and full cheating. No categorization 
method, however, found credible evidence that principals requested different 
behaviour from human versus machine agents. Ordered probit regressions 
revealed no differences for self-categorization (β = −0.037, p = 0.70), rater 
categorization (β = −0.104, p = 0.22) or LLM categorization (β = −0.118,  
p = 0.22). b. Results of categorization for the tax-evasion game. Here, we found 
no evidence that principals requested more full cheating from machine agents 
than human agents. Mixed-effect ordered probit regressions showed no 
difference for rater categorization (β = 0.117, p = 0.186) or LLM categorization 
(β = 0.421, p = 0.182).



Extended Data Fig. 2 | Machine agent compliance with full cheating 
requests in the die-roll task. The bars show the percentage of median 
responses classified as honest (blue), partial cheating (pink), or full cheating 
(red) for four LLMs in response to principal requests for full cheating (die-roll 
task: n = 110, tax-evasion game: n = 145). To determine medians, each model was 
queried multiple times (four times in the die-roll task and five times in the 
tax-evasion game). Full cheating represents compliant behaviour. a. In the 
die-roll task, GPT-4, GPT-4o, Claude 3.5, and Llama 3.3 all complied with full 
cheating requests in the large majority of cases (>82%). b. In the tax-evasion 
game, all LLMs complied with full cheating requests in the majority of cases 
(>58%).
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Extended Data Fig. 3 | Post-task preferences for conducting future similar 
tasks. After participants engaged in self-reporting, delegation to machines, 
and delegation to humans (in randomized order), we asked them for their 
preferences about how to do similar tasks in the future. The bars show the 
percentage of participants in Study 3a (N = 390) and Study 4a (N = 695) who 
selected self-reporting (orange), delegation to a human agent (green), or 
delegation to a machine agent (blue) as their first preference. In both studies,  
a large majority preferred to complete such tasks themselves.



Extended Data Table 1 | Overview Table

The table displays the empirical studies, the main research questions, the experimental design, the main outcome measures, and a summary of the main results.
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